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Outline

• Introduction

– What is the problem? 

• An adaptive sampling strategy for online high-dimensional process 
monitoring (2015)

• A Nonparametric Adaptive Sampling Strategy for Online Monitoring of 
Big Data Streams (2018)

• Online Nonparametric Monitoring of Heterogeneous Data Streams with 
Partial Observations based on Thompson Sampling (2022)

• Research Topics

• Summary
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What is the problem?
Motivation & applications 

Limited energy/cost or bandwidth

4

Manufacturing process

Limited transmission/processing time

Solar flare detection

Limited number of devices

UAV surveillance

exploration exploitation

blue: sampled data streams 
red: anomaly regions
black: overlapping

• Innovative idea: 

• Goal: Develop a systematic and scalable
adaptive monitoring and sampling strategy 
that enables us to actively select the partial 
“observable” data to maximize the change 
detection capability of the whole system 
subject to the resource constraints
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An adaptive sampling strategy for online high-

dimensional process monitoring 
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Liu, K., Mei, Y., and Shi, J. (2015), “An adaptive sampling strategy for online high-

dimensional process monitoring”, Technometrics, 57, 3, 305-319. 
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Problem Formulation & Assumption

• 𝑚 physical variables 𝑀 = 1,… ,𝑚 and 𝑞 (𝑞 ≤ 𝑚)
sampling resources in a system.

• When the process is in-control:
– Each variable 𝑘 ~ 𝑁(0,1)

• At some unknown time 𝜈: 
– Mean shift occurs at certain variables and will affect an unknown 

subset of data streams

– Each variable 𝑘 ~ 𝑁(𝑢𝑘 , 1)

• Samples over time are independent of each other

• Goal: Based on dynamic observations in real time, 
actively decide which data streams to observe at the 
next time for quick detection of anomaly event while still 
maintaining a system-wide false alarm rate.
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Algorithm Illustration

• Five variables and two observable

– Red: observable; White: unobservable

• 𝑡 = 0: Create a local statistic for each variable and initiate 𝑊𝑘,0 = 0 for all 𝑘

• 𝑡 = 𝑡1: Obtain the measurement based on current layout (Step 1)
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1

2

3

5

4

𝑊1,𝑡

𝑊2,𝑡

𝑊3,𝑡𝑊4,𝑡

𝑊5,𝑡

Update 𝑊𝑘,𝑡 based on the 

observation at 𝑡1by CUSUM:

𝑊𝑘,𝑡
(1)

= 𝑚𝑎𝑥 𝑊𝑘,𝑡−1
(1)

+ 𝑢𝑚𝑖𝑛𝑋𝑘,𝑡 −
𝑢𝑚𝑖𝑛
2

2
, 0

𝑊𝑘,𝑡
(2)

= 𝑚𝑎𝑥 𝑊𝑘,𝑡−1
(2)

− 𝑢𝑚𝑖𝑛𝑋𝑘,𝑡 −
𝑢𝑚𝑖𝑛
2

2
, 0 Update 𝑊𝑘,𝑡 with a small increment:

𝑊𝑘,𝑡
(1)

= 𝑊𝑘,𝑡−1
(1)

+ Δ

𝑊𝑘,𝑡
(2)

= 𝑊𝑘,𝑡−1
(2)

+ Δ

𝑡 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑊1,𝑡 𝑊2,𝑡 𝑊3,𝑡 𝑊4,𝑡 𝑊5,𝑡

Monitoring 
statistics Updated 𝑠

1 0.0301 0.0033 0 00.1 0.1 0.1

interested-smallest magnitude of 
shift for detection

Compensation
coefficient

𝑊𝑘,𝑡 = 𝑚𝑎𝑥 (𝑊𝑘,𝑡
1
,𝑊𝑘,𝑡

2
)

N/A N/A N/A

Step 2:
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Algorithm Illustration

• Calculate the sum of largest 𝑟 local statistics as the monitoring 
statistics (Step 3)

– Engineering domain knowledge: Change only affects a small subset of 
variables

• Update the sampling layout onto the variables with largest local 
statistics (Step 4)
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2

3

5

4

𝑊1,𝑡

𝑊2,𝑡

𝑊3,𝑡𝑊4,𝑡

𝑊5,𝑡

𝑡 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑊1,𝑡 𝑊2,𝑡 𝑊3,𝑡 𝑊4,𝑡 𝑊5,𝑡

Monitoring 
statistics Updated 𝑠

1 0.0301 0.0033 0 00.1 0.1 0.1 0.3 {2,4}

𝑊2,𝑡 0.1

𝑊4,𝑡 0.1

𝑊3,𝑡 0.1

𝑊1,𝑡 0

𝑊5,𝑡 0

N/A N/A N/A
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Illustration (process in-control) 𝑡 = 101

• Interested to detect 𝑢𝑚𝑖𝑛 = 1.5 mean shift 
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1

2

3

5

4

𝑊1,𝑡

𝑊2,𝑡

𝑊3,𝑡𝑊4,𝑡

𝑊5,𝑡

𝑡 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑊1,𝑡 𝑊2,𝑡 𝑊3,𝑡 𝑊4,𝑡 𝑊5,𝑡

Monitoring 
statistics Updated 𝑠

1 0.0301 0.0033 0 0.1 0.1 0.1 0 0.3 { 2, 4}
2 -2.4866 -1.8268
…

101 -0.6248 0.6495

0.1000 0.10002.7049 0.2000 1.7151 4.6201 { 2, 4}

0.4000 2.27310 0.5000 0.4000 3.1731 { 3, 5}

Occur 3 
mean shifts

Affect 1.722 
mean shifts

N/A N/A N/A
N/A N/A N/A

N/A N/A N/A
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Illustration (process out-of-control) 𝑡 = 150

• Interested to detect 𝑢𝑚𝑖𝑛 = 1.5 mean shift 
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1
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3

5

4

𝑊1,𝑡

𝑊2,𝑡

𝑊3,𝑡𝑊4,𝑡

𝑊5,𝑡

𝑡 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑊1,𝑡 𝑊2,𝑡 𝑊3,𝑡 𝑊4,𝑡 𝑊5,𝑡

Monitoring 
statistics Updated 𝑠

1 0.0301 0.0033 0 0.1 0.1 0.1 0 0.3 { 2, 4}
2 -2.4866 -1.8268
…

101 -0.6248 0.6495
…

150 2.8230 4.1308

0.1000 0.10002.7049 0.2000 1.7151 4.6201 { 2, 4}

0.4000 2.27310 0.5000 0.4000 3.1731 { 3, 5}

Occur 3 
mean shifts

Affect 1.722 
mean shifts

68.4773 4.6899147.6343 4.7718 4.6768 220.8834 { 1, 2}

N/A N/A N/A
N/A N/A N/A

N/A N/AN/A

N/A N/A N/A
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TRAS algorithm

• Three major steps:
– how to construct local statistics:

• If 𝑘 ∈ 𝑆 , 𝑊𝑘,𝑡
(1)

= 𝑚𝑎𝑥 𝑊𝑘,𝑡−1
(1)

+ 𝑢𝑚𝑖𝑛𝑋𝑘,𝑡 −
𝑢𝑚𝑖𝑛
2

2
, 0 and 𝑊𝑘,𝑡

(2)
=

𝑚𝑎𝑥 𝑊𝑘,𝑡−1
(2)

− 𝑢𝑚𝑖𝑛𝑋𝑘,𝑡 −
𝑢𝑚𝑖𝑛
2

2
, 0 ; 

• Otherwise (𝑘 ∉ 𝑆), 𝑊𝑘,𝑡
(1)

= 𝑊𝑘,𝑡−1
(1)

+ Δ and 𝑊𝑘,𝑡
(2)

= 𝑊𝑘,𝑡−1
(2)

+ Δ.

• Let 𝑊𝑘,𝑡 = 𝑚𝑎𝑥 (𝑊𝑘,𝑡
1
,𝑊𝑘,𝑡

2
).

– when to indicate process is out-of-control:

• 𝑁𝑡𝑜𝑝,𝑟 𝑑 = 𝑖𝑛𝑓{𝑡 ≥ 1:σ𝑘=1
𝑟 𝑊(𝑘),𝑡 ≥ 𝑑}. 

– how to update sampling layout :

• Denote the index of the decreasing order statistics 𝑊(𝑘),𝑡 as 𝑙(𝑘)

• 𝑆 = {𝑙 1 , … , 𝑙 𝑞 }

interested-smallest 
magnitude of shift for 
detection

Incremental 
parameter

12

Engineering domain 
knowledge: Change only 
affects a small subset of 
sensors
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Properties

Property 1: Assume 𝜌𝑘 = 𝑢𝑚𝑖𝑛 𝑢𝑘 −
𝑢𝑚𝑖𝑛
2

2
− Δ ≤ 0 for any 𝑘 ∈ 𝑀. Denote 𝑈 by 

those 𝑘 ∈ 𝑀 such that the variable 𝑘 will never be observed again after some 
finite time 𝑡0. Then as 𝑑 → ∞, 𝑃 𝑈 = ∅ → 1, where ∅ represents the empty set.

– Resampling each variable with infinite number of times (i.e. all variables will not 
be left unattended)

Proof by contradiction:

• Denote 𝑀 = 1,… ,𝑚 . Suppose sampling resources will never be redistributed 
to the set of variables 𝑈 ≠ ∅ after time 𝑡.

Lemma 1: 𝑊𝑘′,𝑡′ ≥ 𝑊𝑘,𝑡′ , for ∀𝑡′ > 𝑡, ∀𝑘′ ∈ 𝑀\𝑈, and ∀𝑘 ∈ 𝑈.

• There must be a series of 𝑋𝑘′,𝑡′ such that either σ𝑡′=1
∞ ൬

൰

𝑢𝑚𝑖𝑛𝑋𝑘′,𝑡′ −

𝑢𝑚𝑖𝑛
2

2
≥ ∆𝑡′ or σ𝑡′=1

∞ −𝑢𝑚𝑖𝑛𝑋𝑘′,𝑡′ −
𝑢𝑚𝑖𝑛
2

2
≥ ∆𝑡′

• 𝑙𝑖𝑚𝑡′→∞ 𝑃 σ𝑡′=1
∞ 𝑢𝑚𝑖𝑛𝑋𝑘′,𝑡′ −

𝑢𝑚𝑖𝑛
2

2
≥ ∆𝑡′ +

𝑙𝑖𝑚𝑡′→∞ 𝑃 σ𝑡′=1
∞ −𝑢𝑚𝑖𝑛𝑋𝑘′,𝑡′ −

𝑢𝑚𝑖𝑛
2

2
≥ ∆𝑡′ = 0

13

𝑈 = ∅
Contradictory
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Properties & Proofs

Property 2: Let 𝐵 = {𝑘 ∈ 𝑀: 𝜌𝑘 = 𝑢𝑚𝑖𝑛𝑢𝑘 −
𝑢𝑚𝑖𝑛
2

2
− Δ > 0}. Then, for any finite time 𝑡, 

once the variable 𝑘 ∈ 𝐵 is observed at time 𝑡, there is a nonzero probability such that 
this variable will be kept observing at all the future time, as 𝑑 → ∞.

– Sampling resources will eventually stick to the anomaly regions: localize the 
anomaly event.

Proof :

• Considering the variable 𝑘, where 𝑘 ∈ 𝑆𝑡 at time 𝑡 and 𝑘 ∈ 𝐵. Then, 𝑊𝑘,𝑡 ≥ 𝑊𝑘′,𝑡

for ∀𝑘′ ∉ 𝑆𝑡. Define 𝑌𝑘,𝑛 = 𝑋𝑘,𝑡+𝑛 −
𝑢𝑚𝑖𝑛

2
−

Δ

𝑢𝑚𝑖𝑛
and 𝐻𝑘,𝑛 = σ𝑖=1

𝑛 𝑌𝑘,𝑖. {𝐻𝑘,𝑛: 𝑛 ≥

0} refers to the Guassian random walk process, where 𝐻𝑘,0 = 0.

• 𝑃 𝐺 = 0 = 𝑃(𝐻𝑘,𝑛 ≥ 0, ∀𝑛 ≥ 0)= 2𝛿𝑘𝑒𝑥𝑝{
𝛿𝑘

2𝜋
σ𝑟=0
∞

𝜁
1

2
−𝑟

𝑟! 2𝑟+1
−

𝛿𝑘
2

2

𝑟

} (Chang 

and Peres, 1997), where 𝐺 = 𝑚𝑖𝑛 𝐻𝑘,𝑛: 𝑛 ≥ 0 , 𝛿𝑘 = 𝑢𝑘 −
𝑢𝑚𝑖𝑛

2
−

Δ

𝑢𝑚𝑖𝑛
and 𝜁(∙) is 

the Riemann zeta function. (An increasing function as 𝛿𝑘 gets larger). 

• According to property 1, sampling layout will not stick to the variables in 𝑀\𝐵, and 
thus they must be redistributed to the variables in 𝐵 at some time. 

14
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Case Study – Solar Flare Detection

source: NASA

• A solar flare is a sudden, transient, and intense variation in brightness

• High-dimensional: each frame has 232 × 292 = 67744 pixels

• Large volume: 130Mbps, acquires ∼ 11TB of data each day

• Goal: real-time detect abnormal solar flares from partial streaming data 

– Assume only 2000 out of 67744 pixels are available

– Accounts for only 2.95% partial information

15

Solar dynamic observatory Example of Solar flare
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Result

16
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Result
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Result
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Result

19
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Result Comparison

20

Our method, base on 2000 pixels Xie et al. (2013), based on 67744 pixels

First solar flare 𝑡 = 190 𝑡 = 191

Second solar flare 𝑡 = 221 𝑡 = 217

Algorithm type

Real-time Monitoring

Efficient (recursive) Inefficient (no recursive)

Yes No
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Summary of the proposed TARS sampling 

strategy

• A systematic adaptive sampling strategy is proposed for 
real-time monitoring of Big Data streams with dynamically 
selected partial information.

• Scalability: linear in the number of data streams

• Adaptability:
– Quickly detect a wide range of possible changes with no prior 

knowledge of the potential anomaly events by adaptively adjusting to 
the event locations;

– Actively select the data streams to observe from the whole streaming 
data to maximize the sensitivity for anomaly detection with 
consideration of resource constraints.

• Limited in the normality assumption

21
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A Nonparametric Adaptive Sampling Strategy 

for Online Monitoring of Big Data Streams

22

Xian, X., Wang, A., and Liu, K. (2018), “A Nonparametric Adaptive Sampling Strategy for Online 

Monitoring of Big Data Streams”, Technometrics, 60, 1, 14-25. (This paper received the Best Student 

Poster award in Quality, Statistics, and Reliability Section of INFORMS, 2016; This paper is selected for 

presentation in the Technometrics invited session in the 2018 INFORMS conference)
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Objective & Problem formulation

Objective 

Problem formulation and assumptions

– Measurement of the 𝑝 variables at time 𝑡: 

𝑿 𝑡 = 𝑋1 𝑡 , 𝑋2 𝑡 , … , 𝑋𝑝 𝑡

– Only  𝑟 𝑟 < 𝑝 out of 𝑝 variables can be “observable” at each time 𝑡. 

23

– When the process is in-control:

• All variables are exchangeable (not necessarily normal!)

• In-control mean of 𝑿 𝑡 is 𝟎 = 0, 0,⋯ , 0 ′.

– Propose an adaptive nonparametric monitoring scheme with only partial 

observations available.

– At some unknown time 𝜏, 

• Unknown mean of 𝑿 𝑡 : 𝝁′ ≠ 𝟎. 

• The number of affected variables is unknown.
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Nonparametric Anti-rank 

based Sampling strategy (NAS)

24

• Anti-rank 

Variables and 

anti-ranks

Anti-rank 

indicator

𝝃 𝑡 = 𝜉1 𝑡 , 𝜉2 𝑡 ,⋯ , 𝜉𝑝 𝑡 , 𝜉𝑝+1 𝑡

𝜉𝑗 𝑡 = 𝕀 𝐵1 𝑡 = 𝑗 .

Illustration purpose, more complicated 

rank can be considered 

෩𝑿 𝑡 = 𝑋1 𝑡 , 𝑋2 𝑡 , … , 𝑋𝑝 𝑡 , 0
෨𝑋𝐵1 𝑡 𝑡 ≤ ෨𝑋𝐵2 𝑡 𝑡 ≤ ⋯ ≤ ෨𝑋𝐵𝑝+1 𝑡 𝑡 .

Theorem. Let 𝜈𝐹 be the probability measure defined by the joint distribution function

𝐹 𝒙 of the 𝑝 measurements. If 𝜈𝐹 𝑂 > 0 for any open set 𝑂 ∈ 𝑅𝑝, which includes

the origin in its closure and has positive Lebesgue area, then the distribution of the

anti-rank indicator 𝝃 𝑡 is different from its in-control distribution when the

hypothesis 𝜇1 = 𝜇2 = ⋯ = 𝜇𝑝 = 0 is violated by the shift in the mean vector of the

process, where 𝝁 = 𝜇1, 𝜇2, ⋯ , 𝜇𝑝 is the mean of 𝑿 𝑡 .

Can be extended to other anti-ranks to facilitate distributional shift.
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Nonparametric Anti-rank 

based Sampling strategy (NAS)

25

• Example in partial observations

The compensation coefficient Δ is a pseudo observation that represents 

the likelihood of each unobservable variable taking the first anti-rank.

• Generalized anti-rank indicator

𝑿 𝑡 3.2 -0.5 -2.8 NA -1.6 NA 0

𝝃 𝑡

𝑿 𝑡 3.2 0.5 2.8 NA 1.6 NA 0

𝝃 𝑡

𝑿 𝑡 3.2 -0.5 -2.8 NA -1.6 NA 0

𝝃 𝑡 0 0 𝜆 0 0

𝑿 𝑡 3.2 -0.5 -2.8 NA -1.6 NA 0

𝝃 𝑡 0 0 𝜆 Δ 0 Δ 0

𝑿 𝑡 3.2 0.5 2.8 NA 1.6 NA 0

𝝃 𝑡 0 0 0 0 𝜆0

𝑿 𝑡 3.2 0.5 2.8 NA 1.6 NA 0

𝝃 𝑡 0 0 0 Δ 0 Δ 𝜆0

Challenge: 𝝃 𝑡 not well-defined!

𝜉𝑗 𝑡 = ൞
𝜆, observable and 𝐵1 𝑡 = 𝑗

0, observable but 𝐵1 𝑡 ≠ 𝑗
𝛥, unobservable

, 𝑗 = 1,2,⋯ 𝑝. 𝜉𝑝+1 𝑡 = ቊ
𝜆0, 𝐵1 𝑡 = 𝑝 + 1

0, 𝐵1 𝑡 ≠ 𝑝 + 1

(1) Offline parameter settings for 𝜆, 𝛥, 𝜆0
(2) Online monitoring 𝔼 𝝃 = 𝒈 ⇔

𝒈 = 𝑔1, 𝑔2, … , 𝑔𝑝+1 , 𝑔𝑗 = ℙ 𝐵1 𝑡 = 𝑗

long run probability of anti-ranks.
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Three major steps of the NAS algorithm

൞

𝑺 𝑡 = 0, 𝑹 𝑡 = 0 if 𝐶𝑡 ≤ 𝑘,

𝑺 𝑡 = 𝑺 𝑡 − 1 + 𝝃 𝑡 Τ𝐶𝑡 − 𝑘 𝐶𝑡
𝑹 𝑡 = 𝑹 𝑡 − 1 + 𝒈 Τ𝐶𝑡 − 𝑘 𝐶𝑡 if 𝐶𝑡 > 𝑘.

𝐶𝑡 = 𝑺 𝑡 − 1 − 𝑹 𝑡 − 1 + 𝝃 𝑡 − 𝒈 ′ ⋅ 𝑑𝑖𝑎𝑔
1

𝑅1 𝑡−1 +𝑔1
, … ,

1

𝑅𝑝+1 𝑡−1 +𝑔𝑝+1
⋅

𝑺 𝑡 − 1 − 𝑹 𝑡 − 1 + 𝝃 𝑡 − 𝒈 , where 𝑺 0 = 𝑹 0 = 𝟎, 𝑘 is a constant.

26

Local statistics, 

weighted sum of 𝝃 𝑡

Behaves like the 

expected IC 𝑺(𝑡)

Measures the 

difference between 

𝑺(𝑡) and 𝑹(𝑡)

Observe data streams 

with the largest local 

statistics 𝑺(𝑡)

𝑦𝑡 = 𝑺 𝑡 − 𝑹 𝑡
′
𝑑𝑖𝑎𝑔

1

𝑅1 𝑡
, …

1

𝑅𝑝+1 𝑡
𝑺 𝑡 − 𝑹 𝑡 .

Stop the monitoring process when 𝑦𝑡 > ℎ.

Denote 𝑗 𝑙 ,𝑡 to be the variable index of the decreasing order 

statistics of 𝑆1 𝑡 ,⋯ , 𝑆𝑝 𝑡 , observe 𝑗 1 ,𝑡 ,⋯ , 𝑗 𝑟 ,𝑡 at time 𝑡 + 1.

1. Construct CUSUM statistics

3. Sampling strategy

2. Stopping time
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Properties of the NAS algorithm

27

Proof:

- Lemma 1: 𝑆𝑖 𝑡 ≤ 𝑆𝑗 𝑡 , for all 𝑡 ≥ 𝑡0, 𝑗 ∈ 𝒫\𝑈 and 𝑖 ∈ 𝑈.

- 𝑆𝑗 𝑡𝑙 − 𝑆𝑖 𝑡𝑙 ≤ 𝑆𝑗 𝑡0 − 𝑆𝑖 𝑡0 + σ𝑚=1
𝑙 𝜉𝑗 𝑡𝑚 − 𝛥 .

- σ𝑚=1
𝑙 𝜉𝑗 𝑡𝑚 − 𝛥 is a general random walk with mean 𝔼𝜉𝑗 𝑡𝑚 − 𝛥 =

𝜆

𝑟
− 𝛥 < 0,⇒ 𝑆𝑗 𝑡𝑙 < 𝑆𝑖 𝑡𝑙 .

IC Property: Assume that 𝛥 >
𝜆

𝑟
. Let 𝑈 denote those variable 𝑖 ∈ 𝒫 that can 

never be observed after some finite time 𝑡0, i.e., ∃𝑡0 such that 𝑈 = 𝑡=𝑡0ځ
+∞ 𝒰 𝑡 . 

As ℎ → ∞, 𝑃 𝑈 = ∅ → 1, where ∅ represents the empty set.

• Redistributed to each variable with infinite number of times (i.e. no variables 

will be left unattended) 

Contradiction!

𝛥: compensation coefficient, 𝜆: OC penalty, 𝑟: number of observable variables.

Δ𝑆
𝑗

𝑖
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Properties of the NAS algorithm
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Proof: Denote 𝑗 1 ,𝑡, … , 𝑗 𝑝 ,𝑡 as the variable indices such that 𝑆𝑗 1 ,𝑡
𝑡 ≥

𝑆𝑗 2 ,𝑡
𝑡 ≥ ⋯ ≥ 𝑆𝑗 𝑝 ,𝑡

𝑡 . Define the difference between the increments of

𝑆𝑗 𝑡 on variable 𝑗∗ and 𝑖 𝑟+1 ,𝑡+𝑛 at time 𝑡 + 𝑛 to be 𝑍𝑗∗,𝑛.

• 𝑍𝑗∗,𝑛 > 𝜉𝑗∗ 𝑡 + 𝑛 − 𝛥, 𝑃 𝑆𝑗∗,𝑡+𝑁
1

− 𝑆 𝑟+1 ,𝑡+𝑁
1

> 0 for any 𝑁 > 0 > 0

OC Property: Suppose after time 𝑡0, there is a mean shift. Let 𝐷 be a set of out-

of-control variables in the sense that 𝐷 = 𝑗: ℙ 𝜉𝑗 𝑡 = 𝜆ȁ𝑗 ∈ 𝒪 𝑡 >
𝛥

𝜆
. Then

once 𝑗∗ ∈ 𝐷 is observed at time 𝑡, there is a nonzero probability that variable 𝑗∗

will always be observed forever, i.e., 𝑗∗ ∈ 𝒪 𝜏 for ∀𝜏 ≥ 𝑡.

• Monitoring resources will eventually stick to the variables with large mean

shifts.

𝑗∗

𝑖
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Simulation results

29

Simulation settings

Competing algorithms

– Based on 5000 replications, 𝐴𝑅𝐿0 = 370.

– Different magnitudes of mean shifts.

– Different choices of number of observable variables 𝑟.

– The TRAS algorithm

Assuming partial observation and normal distributions

– Nonparametric rank-based CUSUM procedure (QH03), 

Assuming full observations available. 

– Random Sampling (RS) method 

A CUSUM procedure employing the QH03 method with 

randomly selected 𝒪 𝑡 .
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Monitoring normal data

30

𝑟 = 2

NAS TRAS RS QH03

𝛿 = 1.0 24.65 (0.26) 17.57 (0.18) 41.45 (0.75) 12.55 (0.15)

𝛿 = 2.0 11.78 (0.09) 5.48 (0.03) 20.53 (0.31) 4.41 (0.03)

𝛿 = 3.0 7.60 (0.06) 3.72 (0.02) 17.18 (0.24) 3.24 (0.01)

𝑟 = 3

NAS TRAS RS QH03

𝛿 = 1.0 22.00 (0.22) 16.00 (0.15) 38.95 (0.56) 12.55 (0.15)

𝛿 = 2.0 7.89 (0.06) 4.92 (0.03) 15.30 (0.17) 4.41 (0.03)

𝛿 = 3.0 5.72 (0.03) 3.42 (0.01) 12.01 (0.12) 3.24 (0.01)

𝑟 = 4

NAS TRAS RS QH03

𝛿 = 1.0 18.67 (0.21) 15.56 (0.15) 26.65 (0.38) 12.55 (0.15)

𝛿 = 2.0 5.91 (0.05) 4.81 (0.03) 10.98 (0.10) 4.41 (0.03)

𝛿 = 3.0 4.09 (0.02) 3.35 (0.01) 8.39 (0.06) 3.24 (0.01)

Out-of-control average run length. Assume that 𝑝 = 6 variables follow an independent 

𝑁 0,1 distribution. One randomly selected variable has a shift with magnitude of 𝛿.
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Monitoring exponential data
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𝑟 = 2

NAS TRAS RS QH03

𝛿 = 1.0 14.97 (0.12) 30.17 (0.28) 24.97 (0.38) 8.52 (0.11)

𝛿 = 2.0 8.32 (0.08) 9.22 (0.03) 19.10 (0.27) 3.62 (0.03)

𝛿 = 3.0 7.33 (0.07) 6.90 (0.02) 17.12 (0.23) 2.54 (0.02)

𝑟 = 3

NAS TRAS RS QH03

𝛿 = 1.0 13.40 (0.14) 29.21 (0.26) 21.58 (0.29) 8.52 (0.11)

𝛿 = 2.0 6.73 (0.05) 8.65 (0.03) 12.69 (0.15) 3.62 (0.03)

𝛿 = 3.0 5.39 (0.03) 5.67 (0.02) 10.62 (0.12) 2.54 (0.02)

𝑟 = 4

NAS TRAS RS QH03

𝛿 = 1.0 12.72 (0.12) 28.65 (0.25) 16.31 (0.18) 8.52 (0.11)

𝛿 = 2.0 5.55 (0.04) 7.39 (0.03) 8.68 (0.07) 3.62 (0.03)

𝛿 = 3.0 4.21 (0.02) 4.59 (0.02) 7.38 (0.06) 2.54 (0.02)

Out-of-control average run length. Assume that 𝑝 = 6, variables follow an independent 

exponential distribution. One randomly selected variable has a shift with magnitude of 𝛿.
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Monitoring multinomial data
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𝑟 = 3

NAS TRAS RS QH03

𝛿 = 20% 48.09 (0.83) 61.00 (0.73) 68.19 (1.80) 15.53 (0.28)

𝛿 = 50% 9.75 (0.14) 10.60 (0.06) 20.05 (0.39) 4.21 (0.04)

𝛿 = 100% 4.83 (0.03) 5.60 (0.02) 12.99 (0.21) 2.21 (0.01)

𝑟 = 5

NAS TRAS RS QH03

𝛿 = 20% 43.74 (0.61) 50.99 (0.61) 48.42 (0.98) 15.53 (0.28)

𝛿 = 50% 8.30 (0.08) 8.82 (0.05) 11.49 (0.16) 4.21 (0.04)

𝛿 = 100% 4.14 (0.02) 4.53 (0.01) 6.40 (0.07) 2.21 (0.01)

𝑟 = 7

NAS TRAS RS QH03

𝛿 = 20% 32.92 (0.53) 50.12 (0.62) 39.79 (0.71) 15.53 (0.28)

𝛿 = 50% 5.98 (0.07) 8.50 (0.05) 7.86 (0.09) 4.21 (0.04)

𝛿 = 100% 2.93 (0.02) 4.34 (0.01) 4.15 (0.04) 2.21 (0.01)

Out-of-control average run length. Assume that 𝑝 = 10, variables follow a MN 100; (𝑃1, … , 𝑃10)

distribution where 𝑃𝑖 = 0.1. One randomly selected variable has a shift that 𝑃𝑖 =
1

10
1 + 𝛿 .
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Summary of the nonparametric 

big data monitoring research

33

• The online NAS algorithm is proposed for real-time
monitoring exchangeable distributions, in the cases that
only partial observation of data streams is available.

• Two properties of this algorithm with theoretical proofs
are investigated.

• Still limited to the homogeneous assumption.
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Online Nonparametric Monitoring of 

Heterogeneous Data Streams with Partial 

Observations based on Thompson Sampling

Ye, H., Xian, X., Cheng, J. C., Hable, B., Shannon, R. W., Elyaderani, M. K. and Liu, K. 

(2022), “Online Nonparametric Monitoring of Heterogeneous Data Streams with Partial 

Observations based on Thompson Sampling”, IISE Transactions, accepted. (This paper 

received the Best Student Paper Finalist award in the QCRE Section of Industrial and 

Systems Engineering Research Conference (ISERC), 2020).

34
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Objective & Problem formulation

35

• Objective
– Propose a nonparametric framework for monitoring heterogeneous data 

streams with only partial observations available.

• Problem formulation and assumptions
– Measurement of the 𝑀 data streams at time 𝑡: 

𝑿 𝑡 = 𝑋1 𝑡 , 𝑋2 𝑡 , … , 𝑋𝑀 𝑡

– Only 𝑚 𝑚 ≤ 𝑀 out of 𝑀 data streams are “observable” at each time 𝑡. 

– When the process is in-control:
• Data streams are heterogeneous

• In-control mean of 𝑿 𝑡 is 𝝁 = 𝟎 and standard deviation is 1

– When the process is out-of-control: 
• Unknown mean of 𝑿 𝑡 : 𝝁′ ≠ 𝟎 at unknown time 

• The number of affected data streams is unknown.
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Hierarchical Bayesian structure

Challenge: 𝝃 𝑡 not well-defined!

𝜽 𝑡 : true time-varying parameter

𝝃 𝑡 ~𝐶𝑎𝑡 𝜽 𝑡

First antirank indicator with partial 

observations

𝑿 𝑡 3.2 NA -2.8 NA -1.6 NA

𝝃 𝑡 0 ? ? ? 0 ?

𝜽(𝑡)~𝐷𝑖𝑟 𝜶 𝑡 − 1 𝜶 𝑡 − 1 : prior concentration parameter

𝜽 𝑡 ȁ𝝃 𝑡 ~𝐷𝑖𝑟 𝜶 𝑡 , 

𝛼𝑗 𝑡 = 𝛼𝑗 𝑡 − 1 +
𝑿 𝑡

𝟙 𝜉𝑗 𝑡 = 1𝜔𝑗 𝑡New 

observations

36
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First antirank indicator with partial 

observations (con’t)

37

The 𝜽 𝑡 can be estimated by

The first antirank indicator 𝜼 𝑡 is constructed as follows:

𝜶 𝑡 = 𝜶 𝑡 − 1 + 𝝎 𝑡

෡𝜽 𝑡 =
𝜶 𝑡

σ𝑗=1
𝑀 𝛼𝑗 𝑡

=
𝒈+σ𝑖=1

𝑡 ෝ𝝎 𝑖

𝑡+1
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AiTS algorithm

38

1. Construct CUSUM statistics

𝑺𝑡
1
= 0, 𝑺𝑡

2
= 0 if 𝐶𝑡 ≤ 𝑘,

𝑺𝑡
1
= 𝑺𝑡−1

1
+ 𝜼 𝑡 Τ𝐶𝑡−𝑘 𝐶𝑡

𝑺𝑡
2
= 𝑺𝑡−1

2
+ 𝒈 Τ𝐶𝑡−𝑘 𝐶𝑡 if 𝐶𝑡 > 𝑘.

𝐶𝑡= 𝑺𝑡−1
1

− 𝑺𝑡−1
2

+ 𝜼 𝑡 − 𝒈
′
⋅ 𝑑𝑖𝑎𝑔

1

𝑆𝑡−1,1
2

+ 𝑔1
, … ,

1

, 𝑆𝑡−1,𝑀
2

+ 𝑔𝑀
⋅ 𝑺𝑡−1

1
− 𝑺𝑡−1

2
+ 𝜼 𝑡 − 𝒈

where 𝑺0
1
= 𝑺0

2
= 𝟎, 𝑘 is a constant.

2. Stopping time

𝑦𝑡 = 𝑺𝑡
1
− 𝑺𝑡

2
′
𝑑𝑖𝑎𝑔

1

𝑆1,𝑡
2
, …

1

𝑆𝑀,𝑡
2

𝑺𝑡
1
− 𝑺𝑡

2
.

Stop the monitoring process when 𝑦𝑡 > ℎ.

Local statistics 

based on 

observations

Behaves like the 

expectation of 

𝑺𝑡
1

Measures the 

difference 

between 𝑺𝑡
1

and 

𝑺𝑡
2
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3. Sampling strategy

1) Draw a sample 𝒀~𝐷𝑖𝑟 𝑁1, 𝑁2, ⋯ , 𝑁𝑀 , where 𝑁𝑗 =
𝑆𝑗,𝑡
1

σ𝑘=1
𝑀 𝑆𝑘,𝑡

1 for 

𝑗 = 1, 2, ⋯ ,𝑀;

2) Let 𝑗(𝑙) be the data stream index of the decreasing order of 

𝑌1, 𝑌2, ⋯ , 𝑌𝑀 such that 𝑌𝑗(1) ≥ 𝑌𝑗(2) ≥ ⋯ ≥ 𝑌𝑗(𝑀)
. Then, observe 

𝑗(1), 𝑗(2), ⋯ , 𝑗(𝑚) at time 𝑡 + 1.

39

AiTS algorithm (con’t)

Increase chances to 
observe OC 
variables

Sampling over 
heterogeneous 
variables
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Main Theorem

40

Theorem: Under the null hypothesis 𝐻0
(1)
: 𝜇1 = 𝜇2 = ⋯ = 𝜇𝑀, suppose 

that 𝑘 = 0, given ෡𝜽 0 = 𝜼 0 = 𝒈, if all data streams are independent, 

then 𝔼 ෡𝜽 𝑡 = 𝔼 𝜼 𝑡 = 𝒈 under the AiTS algorithm.

Proof: by induction.

• Lemma 1: 𝔼 𝝎 𝑡 = 𝒈 under 𝐻0
(1)

given 𝔼 𝜼 𝑡 − 1 = 𝒈

• Unbiasedness: 𝔼 𝜶 𝑡 = 𝑡 + 1 𝒈 𝔼 ෡𝜽 𝑡 = 𝒈

• Sampling property: 𝔼 𝜼 𝑡 = 𝔼 𝔼 𝜼 𝑡 ȁ෡𝜽 𝑡 = 𝒈

Take-home message: with partial observations,

• መ𝜃 𝑡 is an accurate estimator of the underlying process 

• Ensure the validity the antirank-based CUSUM framework and explain 

why we can effectively handle the heterogeneity among data streams 
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Simulation results

• Competing algorithms

– The NAS algorithm (Xian et al., 2018)

Assuming partial observation and exchangeable

– The RS method

Assuming random sampling strategy 

– The QH01 method (Qiu and Hawkins 2001)

Assuming full observations available

• Simulation settings
– 𝑀 = 6, based on 10000 replications, 𝐴𝑅𝐿0 = 370

– Different magnitudes of mean shifts (𝛿 =1, 2, 3)

– Different choices of 𝑚 (𝑚 = 2, 3, 4)

41
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Parameters:
– AiTS method: k = 0.1

– NAS method: k = 0.2, ∆=0.13

– RS method: k = 0.1

– QH01 method: k = 0.05

AiTS NAS RS QH01

𝑚 = 2 𝛿 = 1.0 31.91 (0.50) 39.66 (0.29) 62.33 (1.04) 9.90 (0.09)

𝛿 = 2.0 11.85 (0.12) 16.00 (0.09) 21.42 (0.28) 3.81 (0.02)

𝛿 = 3.0 9.06 (0.08) 12.69 (0.06) 15.49 (0.18) 2.81 (0.01)

𝑚 = 3 𝛿 = 1.0 17.53 (0.19) 26.47 (0.19) 23.34 (0.27) 9.90 (0.09)

𝛿 = 2.0 6.11 (0.04) 9.18 (0.04) 8.89 (0.06) 3.81 (0.02)

𝛿 = 3.0 4.52 (0.02) 6.80 (0.02) 6.89 (0.04) 2.81 (0.01)

𝑚 = 4 𝛿 = 1.0 12.90 (0.12) 20.87 (0.15) 16.26 (0.15) 9.90 (0.09)

𝛿 = 2.0 4.82 (0.02) 6.86 (0.03) 6.32 (0.04) 3.81 (0.02)

𝛿 = 3.0 3.63 (0.01) 5.06 (0.01) 4.85 (0.02) 2.81 (0.01)

Simulation results (Case 1)

Half data streams are standard normal

Half data streams are POI(3)

𝒈 = [0.169, 0.169, 0.169, 0.164, 0.164, 0.164]
Low-level heterogeneity
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Bayesian estimation when the shift happens 

at the first data stream

43

• 𝔼 መ𝜃1 𝑡 = 𝑔1

• A narrower 

confidence band as 

time goes

• Deviations from 𝑔1
imply the capture of 

mean shift

• A larger 𝑚 or 𝛿 leads 

to a larger መ𝜃1 𝑡
𝜹 = 𝟏

𝜹 = 𝟐

𝜹 = 𝟑
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Parameters:
– AiTS method: k = 0.1

– NAS method: k = 0.2, ∆=0.12

– RS method: k = 0.1

– QH01 method: k = 0.05

• standard normal

• t(3)

• Exponential(1)

• 𝜒10
2

• POI(3)

• Binomial(10, 0.9)

Simulation results (Case 2)

AiTS NAS RS QH01

𝑚 = 2 𝛿 = 1.0 42.75 (0.63) 199.99 (2.14) 130.13 (2.33) 11.25 (0.10)

𝛿 = 2.0 13.96 (0.13) 84.64 (1.22) 35.62 (0.55) 3.89 (0.02)

𝛿 = 3.0 10.89 (0.09) 61.76 (0.99) 25.00 (0.34) 2.92 (0.01)

𝑚 = 3 𝛿 = 1.0 18.16 (0.18) 38.93 (0.38) 25.17 (0.30) 11.25 (0.10)

𝛿 = 2.0 6.71 (0.04) 11.48 (0.06) 9.53 (0.07) 3.89 (0.02)

𝛿 = 3.0 5.22 (0.02) 8.74 (0.03) 7.53 (0.05) 2.92 (0.01)

𝑚 = 4 𝛿 = 1.0 12.74 (0.12) 25.79 (0.23) 16.20 (0.16) 11.25 (0.10)

𝛿 = 2.0 4.72 (0.03) 7.54 (0.03) 6.47 (0.04) 3.89 (0.02)

𝛿 = 3.0 3.63 (0.01) 5.62 (0.02) 4.96 (0.02) 2.92 (0.01)

𝒈 = [0.180, 0.127, 0.148, 0.181, 0.185, 0.179]
Medium-level heterogeneity
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Parameters:
– AiTS method: k = 0.1

– NAS method: k = 0.2, ∆=0.10

– RS method: k = 0.1

– QH01 method: k = 0.05

𝑿 𝑡 ~𝑀𝑉𝑁

0
0
0
0
0
0

,

1
0.8
0.4
0.3
0.2
0.1

0.8
1

0.7
0.4
0.3
0.2

0.4
0.7
1

0.6
0.4
0.3

0.3
0.4
0.6
1

0.5
0.4

0.2
0.3
0.4
0.5
1

0.4

0.1
0.2
0.3
0.4
0.4
1

Simulation results (Case 3)

AiTS NAS RS QH01

𝑚 = 2 𝛿 = 1.0 45.77 (0.82) >370 330.09 (7.59) 7.17 (0.06)

𝛿 = 2.0 14.19 (0.12) 159.91 (1.52) 89.56 (2.23) 3.14 (0.01)

𝛿 = 3.0 11.84 (0.09) 146.59 (1.50) 54.87 (1.19) 2.59 (0.01)

𝑚 = 3 𝛿 = 1.0 13.93 (0.14) 45.40 (0.79) 24.34 (0.32) 7.17 (0.06)

𝛿 = 2.0 5.96 (0.03) 14.94 (0.32) 9.75 (0.07) 3.14 (0.01)

𝛿 = 3.0 5.07 (0.02) 11.54 (0.05) 8.30 (0.05) 2.59 (0.01)

𝑚 = 4 𝛿 = 1.0 9.93 (0.08) 18.65 (0.13) 13.42 (0.12) 7.17 (0.06)

𝛿 = 2.0 4.39 (0.02) 7.15 (0.03) 6.17 (0.04) 3.14 (0.01)

𝛿 = 3.0 3.78 (0.01) 6.02 (0.02) 5.16 (0.02) 2.59 (0.01)

𝒈 = [0.191,0.111,0.140,0.154,0.186,0.218]
High-level heterogeneity
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Case study: semiconductor process

– 1336 normal samples and 150 data streams

– 𝑚 = 30 (20%) observable data streams

– The in-control ARL is set to be 370

46

Correlation among 150 data streams Estimated parameter 𝒈 of the wafer data

High heterogeneous
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Demo of AiTS method

47

OC 

variables

Before 

shift
After shift

X1 30% 39%

X2 6% 77%

X11 26% 65%

The percentage of time being 

sampled

Observed Unobserved Out-of-control
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Case study results

48
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Conclusion
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• The AiTS algorithm is proposed for real-time monitoring 

heterogeneous data streams with only partial observation 

of data streams.

• Theoretical justifications of this algorithm are investigated.

• Simulation and case study reveal the capability of AiTS to 

capture the heterogeneity and to quickly detect a wide range 

of possible mean shifts.
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Outline

• Introduction

– What is the problem? 

• An adaptive sampling strategy for online high-dimensional process 
monitoring (2015)

• A Nonparametric Adaptive Sampling Strategy for Online Monitoring of 
Big Data Streams (2018)

• Online Nonparametric Monitoring of Heterogeneous Data Streams with 
Partial Observations based on Thompson Sampling (2022)

• Research Topics

• Summary
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Sensor Measurement and Monitoring Strategy

• A Top-r based Adaptive Sampling Strategy: Online monitor normally distributed big 
data streams in the context of limited resources

• A Nonparametric Adaptive Sampling Strategy: Online monitor non-normal 
(exchangeable) big data streams in the context of limited resources

• Online Nonparametric Monitoring of Heterogeneous Data Streams: Online monitor 
arbitrarily distributed big data streams in the context of limited resources by 
Thompson sampling

• Effective Online Data Monitoring and Saving Strategy: intelligently select and record 
the most informative extreme values in the simulation data

• A Spatial Adaptive Sampling Procedure: leverage the spatial information and 
adaptively and intelligently integrate two seemingly contradictory ideas (Wide and 
deep searches) 

• A Rank-based Sampling Algorithm by Data Augmentation: automatically augment 
information for unobservable variables based on the online observations

• Online Nonparametric Monitoring and Sampling for High-Dimensional 
Heterogeneous Processes: Seamlessly integrate the Thompson sampling (TS) 
algorithm with a quantile-based nonparametric cumulative sum (CUSUM) procedure
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Thank you!

Questions?

Phone: (608) 890-3546
E-mail: kliu8@wisc.edu

Homepage: https://kaibo.ie.wisc.edu/index.html
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