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Perceptron
In machine learning, the perceptron is an algorithm for supervised 
classification of an input into one of several possible non-binary 
outputs. It is a type of linear classifier, i.e. a classification algorithm 
that makes its predictions based on a linear predictor function 
combining a set of weights with the feature vector

…
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further research is needed regarding applicability to all predic-
tions, the cognitive impact, and clinical utility.

METHODS
Datasets
We included EHR data from the University of California, San Francisco
(UCSF) from 2012 to 2016, and the University of Chicago Medicine (UCM)
from 2009 to 2016. We refer to each health system as Hospital A and
Hospital B. All EHRs were de-identified, except that dates of service were
maintained in the UCM dataset. Both datasets contained patient
demographics, provider orders, diagnoses, procedures, medications,
laboratory values, vital signs, and flowsheet data, which represent all
other structured data elements (e.g., nursing flowsheets), from all inpatient
and outpatient encounters. The UCM dataset additionally contained de-
identified, free-text medical notes. Each dataset was kept in an encrypted,
access-controlled, and audited sandbox.
Ethics review and institutional review boards approved the study with

waiver of informed consent or exemption at each institution.

Data representation and processing
We developed a single data structure that could be used for all predictions,
rather than requiring custom, hand-created datasets for every new
prediction. This approach represents the entire EHR in temporal order:
data are organized by patient and by time. To represent events in a
patient’s timeline, we adopted the FHIR standard.75 FHIR defines the high-
level representation of healthcare data in resources, but leaves values in

each individual site’s idiosyncratic codings.28 Each event is derived from a
FHIR resource and may contain multiple attributes; for example, a
medication-order resource could contain the trade name, generic name,
ingredients, and others. Data in each attribute were split into discrete
values, which we refer to as tokens. For notes, the text was split into a
sequence of tokens, one for each word. Numeric values were normalized,
as detailed in the supplement. The entire sequence of time-ordered
tokens, from the beginning of a patient’s record until the point of
prediction, formed the patient’s personalized input to the model. This
process is illustrated in Fig. 4, and further details of the FHIR representation
and processing are provided in Supplementary Materials.

Outcomes
We were interested in understanding whether deep learning could
produce valid predictions across wide range of clinical problems and
outcomes. We therefore selected outcomes from divergent domains,
including an important clinical outcome (death), a standard measure of
quality of care (readmissions), a measure of resource utilization (length of
stay), and a measure of understanding of a patient’s problems (diagnoses).

Inpatient mortality. We predicted impending inpatient death, defined as a
discharge disposition of “expired.”42,46,48,49

30-day unplanned readmission. We predicted unplanned 30-day read-
mission, defined as an admission within 30 days after discharge from an
“index” hospitalization. A hospitalization was considered a “readmission” if
its admission date was within 30 days after discharge of an eligible index
hospitalization. A readmission could only be counted once. There is no

Fig. 3 The patient record shows a woman with metastatic breast cancer with malignant pleural effusions and empyema. The patient timeline
at the top of the figure contains circles for every time-step for which at least a single token exists for the patient, and the horizontal lines show
the data type. There is a close-up view of the most recent data points immediately preceding a prediction made 24 h after admission. We
trained models for each data type and highlighted in red the tokens which the models attended to—the non-highlighted text was not
attended to but is shown for context. The models pick up features in the medications, nursing flowsheets, and clinical notes relevant to the
prediction

Scalable and accurate deep learning with electronic health
A Rajkomar et al.
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ABSTRACT

Large collections of electronic clinical records today provide
us with a vast source of information on medical practice.
However, the utilization of those data for exploratory anal-
ysis to support clinical decisions is still limited. Extract-
ing useful patterns from such data is particularly challeng-
ing because it is longitudinal, sparse and heterogeneous. In
this paper, we propose a Nonnegative Matrix Factorization

(NMF) based framework using a convolutional approach for
open-ended temporal pattern discovery over large collections
of clinical records. We call the method One-Sided Convo-

lutional NMF (OSC-NMF). Our framework can mine com-
mon as well as individual shift-invariant temporal patterns
from heterogeneous events over di↵erent patient groups, and
handle sparsity as well as scalability problems well. Further-
more, we use an event matrix based representation that can
encode quantitatively all key temporal concepts including
order, concurrency and synchronicity. We derive e�cient
multiplicative update rules for OSC-NMF, and also prove
theoretically its convergence. Finally, the experimental re-
sults on both synthetic and real world electronic patient
data are presented to demonstrate the e↵ectiveness of the
proposed method.

Categories and Subject Descriptors

J.3 [Life and Medical Sciences]: Health; I.5 [Pattern

Recognition]: Design Technology—Pattern analysis

General Terms

Agorithms

Keywords

Pattern Discovery, NMF, Convolution

1. INTRODUCTION

Electronic Health Records (EHR) are systematic collec-
tions of longitudinal patient health information generated
by one or more encounters in any care delivery setting. In-
cluded in this information are patient demographics, en-

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
KDD’12, August 12–16, 2012, Beijing, China.
Copyright 2012 ACM 978-1-4503-1462-6 /12/08 ...$15.00.
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Figure 1: An example of a diabetic patient’s elec-

tronic record over one year. The x-axis corresponds

to the day index, the y-axis represents di↵erent

types of recorded events, which can be categorized

into 4 groups including procedures (CPTs), lab re-

sults (LABs), visits to primary care physician (PCP)

and visits to specialists (SPEC). The dots in the fig-

ure indicate the corresponding events happening at

corresponding dates.

counter records such as claims, progress notes, problems,
medications, vital signs, immunizations, laboratory data and
radiology reports, etc. Fig.1 illustrates an example of a
temporal event record of a diabetic patient over one year,
where 30 key event factors are recorded, including proce-
dures (CPTs), lab results (LABs), visits to primary care
physician (PCP) and various specialists (SPEC).
In this paper, we study Temporal Pattern Discovery (TPD)

for EHR data, which aims at finding temporal patterns of
one or more groups of patients. TPD is an open-ended prob-
lem in the sense that the mined patterns can be utilized in
various scenarios such as predictive modeling [1], informa-
tion visualization [29] and comparative e↵ectiveness research
[25]. TPD is also an active research direction that has at-
tracted a lot of interests from data mining related applica-
tions including financial marketing [6], video content anal-
ysis [4] and social network analysis [19]. Many challenges
in TPD are shared by these applications, however some are
particularly pronounced in the medical domain when per-
forming TPD from medical data. These include

(1) Shift-Invariance. EHR for all patients are not tempo-
rally aligned. Moreover, due to various complexities such as
comorbidities, the trajectories for di↵erent patients are very
di↵erent over a long time period. However, it is possible to
extract time-invariant patterns within a shorter timeframe
across patients. Thus an appropriate TPD approach should
not be a↵ected by the absolute time stamps.

453

Wang, Fei, Noah Lee, Jianying Hu, Jimeng Sun, and Shahram Ebadollahi. "Towards 
heterogeneous temporal clinical event pattern discovery: a convolutional approach." 
In Proceedings of the 18th ACM SIGKDD international conference on Knowledge 
discovery and data mining, pp. 453-461. 2012.
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Real-World Study
EHR of a pool of diabetic patients (n = 21,384)

groups A, B, and C, algorithm type II outperformed
algorithm type I. Algorithm type I showed a linear increase
and algorithm type II an exponential increase of the Dice
coefficient as the rank increased. The reconstruction perfor-
mance is robust against the window size and the number of
basis elements (rank). For all three groups the stochastic

optimization scheme could learn the latent temporal signa-
ture representation that leads to a mean Dice coefficient close
to 1. The 95 percent confidence interval also showed that the
computed means were representative of the three population
groups. Visual examination of the learned patterns also
confirmed that the algorithm could learn interpretable latent
event patterns for all three groups.

5.2.2 Clinic Value Investigation
The objective of this set of experiments is to determine
whether the number and severity of diabetes complications
are associated with increased risk of mortality and hospi-
talizations. We use the DCSI, a discrete 13-point scale
proposed by Young et al. [22], to stratify the three groups of
our diabetic patient pool and to use the obtained severity
score as group labels to correlate against HRU patterns. The
DCSI score was derived from diagnostic, pharmacy, and

282 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 35, NO. 2, FEBRUARY 2013

Fig. 10. Detected temporal signatures from Synthetic Dataset C. (a) The
results when we set R ¼ 5. (b) The results when we set R ¼ 10.

Fig. 11. Convergence curve of the Stochastic Learning scheme for
Group OSC-NMF. The x-axis represents the number of iterations, and
the y-axis corresponds to the reconstruction loss measured by !-
divergence with ! ¼ 0:5.

Fig. 12. Classification AUC with different noise levels.

Fig. 13. Classification AUC with varying pattern elasticities.

TABLE 2
Clinical Conditions for Diabetic Patient Encounters

The table shows one of the four event-group level categories G1 and
their respective event-type levels.

TABLE 3
Clinical Conditions for Diabetic Patient Encounters

The table shows the last three out of four event-group level categories
G2, G3, and G4 and their respective event-type levels.
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• Repeated high Hemoglobin A1C 
value 

• Repeated cardiac disease related 
procedure

• Repeated lab test (CPT code 233) 
• Co-occurrence of high Hemoglobin 

A1C value and high Cholesterol 
Wang, Fei, Noah Lee, Jianying Hu, Jimeng Sun, Shahram Ebadollahi, and Andrew F. Laine. "A framework for mining signatures from event 
sequences and its applications in healthcare data." IEEE transactions on pattern analysis and machine intelligence 35, no. 2 (2012): 272-285.33

Wang, Fei, Noah Lee, Jianying Hu, Jimeng Sun, Shahram Ebadollahi, and 
Andrew F. Laine. "A framework for mining signatures from event sequences 
and its applications in healthcare data." IEEE transactions on pattern analysis 
and machine intelligence 35, no. 2 (2012): 272-285.
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Figure 1: Model architecture with two channels for an example sentence.

necessary) is represented as

x1:n = x1 � x2 � . . .� xn, (1)

where � is the concatenation operator. In gen-
eral, let xi:i+j refer to the concatenation of words
xi,xi+1, . . . ,xi+j . A convolution operation in-
volves a filter w 2 Rhk, which is applied to a
window of h words to produce a new feature. For
example, a feature ci is generated from a window
of words xi:i+h�1 by

ci = f(w · xi:i+h�1 + b). (2)

Here b 2 R is a bias term and f is a non-linear
function such as the hyperbolic tangent. This filter
is applied to each possible window of words in the
sentence {x1:h,x2:h+1, . . . ,xn�h+1:n} to produce
a feature map

c = [c1, c2, . . . , cn�h+1], (3)

with c 2 Rn�h+1. We then apply a max-over-
time pooling operation (Collobert et al., 2011)
over the feature map and take the maximum value
ĉ = max{c} as the feature corresponding to this
particular filter. The idea is to capture the most im-
portant feature—one with the highest value—for
each feature map. This pooling scheme naturally
deals with variable sentence lengths.

We have described the process by which one
feature is extracted from one filter. The model
uses multiple filters (with varying window sizes)
to obtain multiple features. These features form
the penultimate layer and are passed to a fully con-
nected softmax layer whose output is the probabil-
ity distribution over labels.

In one of the model variants, we experiment
with having two ‘channels’ of word vectors—one

that is kept static throughout training and one that
is fine-tuned via backpropagation (section 3.2).2

In the multichannel architecture, illustrated in fig-
ure 1, each filter is applied to both channels and
the results are added to calculate ci in equation
(2). The model is otherwise equivalent to the sin-
gle channel architecture.

2.1 Regularization

For regularization we employ dropout on the
penultimate layer with a constraint on l2-norms of
the weight vectors (Hinton et al., 2012). Dropout
prevents co-adaptation of hidden units by ran-
domly dropping out—i.e., setting to zero—a pro-
portion p of the hidden units during foward-
backpropagation. That is, given the penultimate
layer z = [ĉ1, . . . , ĉm] (note that here we have m
filters), instead of using

y = w · z+ b (4)

for output unit y in forward propagation, dropout
uses

y = w · (z � r) + b, (5)

where � is the element-wise multiplication opera-
tor and r 2 Rm is a ‘masking’ vector of Bernoulli
random variables with probability p of being 1.
Gradients are backpropagated only through the
unmasked units. At test time, the learned weight
vectors are scaled by p such that ŵ = pw, and
ŵ is used (without dropout) to score unseen sen-
tences. We additionally constrain l2-norms of the
weight vectors by rescaling w to have ||w||2 = s
whenever ||w||2 > s after a gradient descent step.

2We employ language from computer vision where a color
image has red, green, and blue channels.

Kim, Yoon. "Convolutional Neural Networks for Sentence Classification.” ENMLP 2014.
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Figure 2: The basic model architecture for an example
of an EHR data.

ces, as the convolution over events is not meaning-
ful.

• Not like videos where each image frame has ex-
actly the same dimensions, the EHR matrices for
different patients have different sizes on the time
dimension.

• We need to explore the temporal smoothness over
the patient EHRs.

In the following, we will present the details of
our proposed approach trying to address the above
challenges. We will first introduce the basic CNN model,
and then an advanced CNN architecture with temporal
fusion.

3.1 Basic Model The basic model architecture,
shown in Figure 2, is a slight variant of the CNN ar-
chitecture of [24]. Each event matrix of length t is
represented X and X ∈ Rd×t. Let xi ∈ Rd be the d-
dimensional event vector corresponding to the i-th event
items. In general, let xi:i+j refer to the concatenation
of items xi, xi+1, ·, xi+j . A one-side convolution opera-
tion involves a filter w ∈ Rd×h, which is applied to a
window of h event features to produce a new feature.
For example, a feature ci is generated from a window
of events xi:i+h−1 by ci = f(w ! xi:i+h−1 + b), where
b ∈ R is a bias term and f is a non-linear function such
as rectification (ReLU), tangent (Tanh). This filter is
applied to each possible window of features in the event
matrix {x1:h, x2:h+1, ..., xn−h+1:n} to produce a feature
map c = [c1, c2, ..., cn−h+1], where c ∈ Rn−h+1. We
then apply a mean pooling over the feature map and
take the average value ĉ = max{c}. The idea is to cap-
ture the most important feature one with the highest
value for each feature map. This pooling scheme natu-
rally can deal with variable time stamp lengths of the
EMR records. The final layer is a connected layer with

dense connections and a softmax classifier.

3.2 Temporal Fusion CNN Unlike images and
documents which can be viewed as still, EMR data vary
widely in temporal extent and the temporal connectiv-
ity is also important for the prediction. In this part we
treat every data sample as a bag of short, fixed-sized
sub-frames. Since each sub-frame contains several con-
tiguous intervals in time, we can extend the connectivity
of the model in time dimension to learn temporal fea-
tures. Following [29, 30], we describe three broad con-
nectivity pattern categories below.

The three proposed models are based on the fusing
information across temporal domain: the fusion can be
done early in the network by modifying the first layer
convolution filters to extend in time, or it can be done
late by placing two separate single-frame networks and
fusing their outputs later in the processing:

Single-frame: This architecture views the EMR
record as a static matrix and is the one we propose in
the basic model. A slightly different component is the
normalization layer added here. We use a single-frame
architecture to understand the contribution of static
appearance to the classification accuracy.

Temporal Early Fusion: The Early Fusion ex-
tension combines information across an entire time
window immediately on the basic event feature level.
This is implemented by modifying the filters on
the first convolution layer in the single-frame model
by extending them to be on the number of sub-frames k.

Temporal Late Fusion: The Late Fusion model
performs the fusion on the fully connected layer. It
first places several separate single-frame networks (5
sub-frames as shown in Figure 3) and then merges
the these streams in the fully connected layer. In this
setting, patterns existing in each sub-frame can easily
be detected.

Temporal Slow Fusion: The Slow Fusion model is a
balanced mix between the two approaches that slowly
fuses temporal information throughout the network
such that higher layers get access to progressively
more global information in temporal dimensions. This
is implemented by extending the connectivity of all
convolution layers in time and the fully connected
layer can compute global pattern characteristics by
comparing outputs of all layers.

As a summary, all the three temporal fusion models
try to bring the temporal conductivities into the CNN
model. The late fusion model can well capture local

Copyright © by SIAM 
Unauthorized reproduction of this article is prohibited.
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Figure 1: The overall framework of supervised patient similarity matching. To train the sigular neural network, embedding
matrices of pairs of patients Ea,Eb passed through convolutional filters are mapped into feature maps. We build the deep
embedding patients representations Pa,Pb for patients by pooling patients feature maps into the intermediate vectors. With the
rich feature vectors we learn a symmetrical similarity matirx M for measuring the distance between patient a and b.

For the dCov efficient, let’s first define the empirical dis-
tance covariance:

dCov2n(X,Y) =
1

n2

nX

i,j=1

(dXij�dXi.�dX.j+dX.. )(d
Y
ij�dYi.�dY.j+dY.. )

(3)
where dij() is the Euclidean distance between sample i and
j of random vector xi, di. = 1

n

Pn
j=1 dij , d.j = 1

m

Pn
i=1 dij ,

d.. =
1
n

Pm,n
i,j=1 dij . The empirical distance correlation (dCov

efficient) is defined:

dCor2n(X,Y) =
dCov2n(X,Y)p

dCov2n(X,X)dCov2n(Y,Y)
(4)

D. Measure Similarities with Supervision
In order to add some supervision to this procedure, we

proposed a deep learning model. The idea is derived from
semantic matching problem in NLP, which aims to determine
a matching score for two given texts. Deep learning approach
has been applied to this area and most of the models con-
ducts the matching through creating a hierarchical matching
structure built on convoluational neural nets (ConvNets). The
architecture of our model for measure patient pairs is presented
in Figure 1. The models based on ConvNets learn to map input
patient representation to vectors, which can then be used to
compute their similarity. These are then used to compute a
patient similarity score, which together with the representation
vectors are joined in a single representation.

In the following we describe how the intermediate repre-
sentations produced by the ConvNets model can be used to
compute patient similarity scores and give a brief explanation
of the remaining layers, e.g. hidden and softmax, used in our
network.

Single Convolution feature maps: The aim of the convolu-
tional layer is to extract effective patterns, i.e., discriminative

medical concept sequences found within the input record that
are common throughout the training instances. In general, let
xi 2 Rd be the d-dimensional event vector corresponding to
the i-th time items. A one-side convolution operation involves
a filter w 2 Rd⇥h, which is applied to a window of h event
features to produce a new feature. For example, a feature ci
is generated from a window of events xi:i+h�1 is defined by:

ci = f(w ⇧ xi:i+h�1 + b) (5)

where b 2 R is a bias term and f is a non-linear function (we
use rectification (ReLU)).

Pooling: The output from the convolutional layer (passed
through the activation function) are then passed to the
pooling layer, whose goal is to aggregate the informa-
tion and reduce the representation. This filter is applied
to each possible window of features in the event matrix
{x1:h, x2:h+1, ..., xn�h+1:n} to produce a feature map c =
[c1, c2, ..., cn�h+1], where c 2 Rn�h+1. We then apply a
max pooling over the feature map and take the average value
ĉ = max{c}. The idea is to capture the most important feature
one with the highest value for each feature map.

Matching Matrix: Given the output of our basic for pro-
cessing patient records, their resulting vector representations
xa and xb, can be used to compute a record-record similarity
score. We follow the approach of [23] that defines the simi-
larity between xa and xb vectors as follows:

sim(xa,xb) = xT
a MxT

b (6)

where M 2 Rm⇥m is a similarity matrix. The similarity
matrix M is a symmetrical parameter of the network and is
optimized during the training.

Softmax: The output of the penultimate convolutional and
pooling layers is flattened to a dense vector x, which is passed

Zhu, Zihao, Changchang Yin, Buyue Qian, Yu Cheng, Jishang Wei, and Fei Wang. "Measuring patient 
similarities via a deep architecture with medical concept embedding." In 2016 IEEE 16th International 
Conference on Data Mining (ICDM), pp. 749-758. IEEE, 2016.

Cheng, Yu, Fei Wang, Ping Zhang, and Jianying Hu. "Risk prediction with 
electronic health records: A deep learning approach." In Proceedings of the 2016 
SIAM International Conference on Data Mining, pp. 432-440. Society for Industrial 
and Applied Mathematics, 2016.
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The Overall PictureThe big picture: generative model for patient data
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[Wang, Sontag, Wang, “Unsupervised learning of Disease Progression Models”, KDD 2014]
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Wang, Xiang, David Sontag, and Fei Wang. "Unsupervised learning of disease progression 
models." In Proceedings of the 20th ACM SIGKDD international conference on Knowledge 
discovery and data mining, pp. 85-94. 2014.
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Figure 2. Visualization of patient subtyping results by various methods. (A). Representation learned by LSTM. (B). Dynamic time warping
using sequential target features. (C). Representation learned using PCA with merging sequential data into static vectors. Patients are mapped
to the 2-dimensional space using the t-SNE with learned representations as input. Points with three different color represent three subtypes of
patients.

The differences in mean age at baseline for the three patient subtypes are significant, at 58.79±9.53, 61.39±6.56, and
65.32±8.86 years respectively. Table 1 and 2 demonstrates important variables that were contributory in characterizing
subtypes: severity rating assessed by H&Y stage, motor and non-motor assessment for MDS-UPDRS, global cognitive function
assessed by Montreal Cognitive Assessment (MoCA), visuospatial abilities assessed by Benton Judgment of Line Orientation
(BJLO), daytime sleepiness assessed by Epworth Sleepiness Scale (ESS), executive function/working memory assessed by
Letter Number Sequencing (LNS), verbal memory assessed by Hopkin’s Verbal Learning Test (HVLT), sleep behavior assessed
by Rapid Eye Movement sleep behavior disorder (RBD), depression degree assessed by Geriatric Depression Scale (GDS),
impulsive-compulsive disorders assessed by Questionnaire for Impulsive-Compulsive Disorders (QUIP), autonomic dysfunction
assessed by Scales for Outcomes in Parkinson’s disease-Autonomic symptoms (SCOPA-AUT), semantic testing for semantic
fluency, anxiety degree assessed by State Trait Anxiety Inventory (STAI), processing speed/attention assessed by Symbol
Digit Modalities Test (SDMT), olfaction measured by University of Pennsylvania Smell Identification Test (UPSIT), cognitive
impairment assessed by Mild Cognitive Impairment (MCI), quantified a-syn, Ab1�42, t-Tau, and p-Tau181 for CSF biomarkers,
DaTScan Striatal Binding Ratios (calculated by (striatal region)/(occipital) -1 from 4 h post-injection 123-I Ioflupane image6)
and MRI scan results (read by radiologists). The specific mean values indicate the severity of the significant manifesting
variables on the corresponding subtype.

The first subtype (subtype I) contained 201 patients, and was characterized by mild H&Y stage (mean value 1.81), mild
non-motor symptoms (cognitive impairment, depression, anxiety) subjectively reported by patients on MDS-UPDRS Part I,
and significantly lower CSF t-Tau level. The motor severity of the second subtype (subtype II) (107 patients) was similar to
subtype I. However, several measures of non-motor features such as MoCA, GDS, and STAI of subtype II were more severe
than in subtype I. Of note, subtype II had the highest CSF Ab1�42 concentration, but the lowest BJLO and SCOPA-AUT in
independent non-motor domains. Subtype III (158 patients) has the most severe motor and non-motor symptoms.

We also demonstrated the discriminative power of these features though the differences between their mean values within
each subtype and their global mean values, through a heatmap in Figure 3. Each column in the figure represents a subtype while
each row represents a feature p-value<0.05 in the statistical testing. By comparing the profiles of the subtypes, we can see that
the third subtype was older and had more severe motor and non-motor features. The first and second subtypes significantly
differed by cognitive factors including MoCA, BJLO, HVLT, LNS, and SDMT, CSF biomarkers (t-Tau), as well as DaTScan
SBR (the detailed mean values of these features are shown in Table 1 and 2).

Disease Progression Patterns in Different Subtypes
The PPMI study follow-up data allowed us to examine disease progression patterns for different subtypes. To identify the
features whose value changes are significant from baseline to follow-up visits, we conducted statistical testing on their value
differences between the two visits. The variables whose value changes were significantly distinct across the three subtypes are
shown in Figure 4 and 5, where greater slope indicates a more rapid progression of the specific variable in the subtype, whereas
the smaller slope represents a relatively more stable condition. Based on MDS-UPDRS motor and non-motor subscores and
H&Y stage, the disease progression of subtype III is faster than subtype I and subtype II, while progression in subtype II
was slower than subtype I. Non-motor measures of MoCA, LNS, SDMT, and SCOPA-AUT suggested that subtype III has
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Mild Baseline, Moderate 
Motor Progression: The 
patients in this subtype start 
with a mild status on both 
their motor and non-motor 
capabilities at baseline. 
However, their motor 
functionalities will decay at a 
moderate rate over time 
while their cognitive abilities 
are relatively stable. 

Moderate Baseline, Mild 
Progression: The patients in 
this subtype start with a 
moderate status on both their 
motor and non-motor 
capabilities at baseline (i.e., 
more severe than Subtype I). 
Both their motor and non-
motor functionalities progress 
slowly over time. 

Severe Baseline, Rapid Progression: The patients 
in this subtype start with a severe status on both 
their motor and non-motor capabilities at baseline 
(i.e., more severe than Subtype I and II). Both their 
motor and non-motor functionalities progress 
rapidly over time. 

Subtype I (201 patients, 
avg age 58.79)

Subtype II (107 patients, 
avg age 61.93)

Subtype III (158 patients, avg age 65.32)
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proposed LSTM-based method.
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Figure 2: Illustration of the proposed time-aware long-short term memory (T-LSTM) unit, and its application on analyzing
healthcare records. Green boxes indicate networks and yellow circles denote point-wise operators. T-LSTM takes two inputs,
input record and the elapsed time at the current time step. �e time lapse between the records at time t � 1, t and t + 1 can vary
from days to years in healthcare domain. T-LSTM decomposes the previous memory into long and short term components
and utilizes the elapsed time (�t ) to discount the short term e�ects.

T-LSTM is proposed to incorporate the elapsed time informa-
tion into the standard LSTM architecture to be able to capture the
temporal dynamics of sequential data with time irregularities. �e
proposed T-LSTM architecture is given in Figure 2 where the input
sequence is represented by the temporal patient data. Elapsed time
between two immediate records of a patient can be quite irregular.
For instance, time between two consecutive admissions/hospital
visits can be weeks, months and years. If there are years between
two successive records, then the dependency on the previous record
is not signi�cant enough to a�ect the current output, therefore the
contribution of the previous memory to the current state should be
discounted. �e major component of the T-LSTM architecture is
the subspace decomposition applied on the memory of the previ-
ous time step. While the amount of information contained in the
memory of the previous time step is being adjusted, we do not want
to lose the global pro�le of the patient. In other words, long-term
e�ects should not be discarded entirely, but the short-term mem-
ory should be adjusted proportional to the amount of time span
between the records at time step t and t � 1. If the gap between
time t and t � 1 is huge, it means there is no new information
recorded for the patient for a long time. �erefore, the dependence
on the short-term memory should not play a signi�cant role in the
prediction of the current output.

T-LSTM applies the memory discount by employing the elapsed
time between successive elements to weight the short-term mem-
ory content. To achieve this, we propose to use a non-increasing
function of the elapsed time which transforms the time lapse into
an appropriate weight. Mathematical expressions of the subspace

decomposition procedure are provided in Equation Current hidden
state. First, short-term memory component (CS

t�1) is obtained by
a network. Note that this decomposition is data-driven and the
parameters of the decomposition network are learned simultane-
ously with the rest of network parameters by back-propagation.
�ere is no speci�c requirement for the activation function type of
the decomposition network. We tried several functions but did not
observe a drastic di�erence in the prediction performance of the
T-LSTM unit, however tanh activation function performed slightly
be�er. A�er the short-term memory is obtained, it is adjusted
by the elapsed time weight to obtain the discounted short-term
memory (ĈS

t�1). Finally, to compose the adjusted previous memory
back (C⇤t�1), the complement subspace of the long-term memory
(CTt�1 = Ct�1 �CS

t�1) is combined with the discounted short-term
memory. Subspace decomposition stage of the T-LSTM is followed
by the standard gated architecture of the LSTM. Detailed mathe-
matical expressions of the proposed T-LSTM architecture are given
below:

CS
t�1 = tanh (WdCt�1 + bd ) (Short-term memory)

ĈS
t�1 = C

S
t�1 ⇤ � (�t ) (Discounted short-term memory)

CTt�1 = Ct�1 �CS
t�1 (Long-term memory)

C⇤t�1 = C
T
t�1 + Ĉ

S
t�1 (Adjusted previous memory)

ft = �
⇣
Wf xt +Uf ht�1 + bf

⌘
(Forget gate)

it = � (Wixt +Uiht�1 + bi ) (Input gate)
ot = � (Woxt +Uoht�1 + bo ) (Output gate)
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Figure 3: Clustering patients with a single-layer T-LSTM
Auto-Encoder. Blue arrows denote the cell memory and the
black arrows denote the hidden states. A�er the representa-
tions (Ri , i = 1, 2, · · · , 8) are learned for the population, we
can cluster the patients and obtain subtypes for each group
as the prominent common medical features of the group.
Number of layers should be increased in case of dimension-
ality reduction to be able to capturemore complex structure
with fewer iterations compared to single layer.

Given a single representation of each patient, patients are grouped
by the k-means clustering algorithm. Since we do not make any as-
sumption about the structure of the clusters, the simplest clustering
algorithm, k-means, is preferred. In Figure 3, a small illustration of
clustering the patient cohort for 8 patients is shown. In this �gure,
learned representations are denoted by R. If R has the capability to
represent the distinctive structure of patient sequence, then cluster-
ing algorithm can group patients with similar features (diagnoses,
lab results, medications, conditions, and so on) together. �us, each
patient group has a subtype, which is a collection of common med-
ical features present in the cluster. Given a new patient, learned
T-LSTM encoder is used to �nd the representation of the patient
and the subtype of the cluster which gives the minimum distance
between the cluster centroid and the new patient’s representation
is assigned to the new patient. As a result, T-LSTM auto-encoder
learns powerful single representation of temporal patient data that
can be easily used to obtain the subtypes in the patient population.

4 EXPERIMENTS
In this section, experimental results on synthetic and real world
datasets are reported. For synthetic data, two sets of experiments
were conducted such as a classi�cation task on a publicly avail-
able synthetic EHR dataset and a clustering task with auto-encoder
se�ing on a randomly generated synthetic data. Comparisons be-
tween T-LSTM, MF1-LSTM, MF2-LSTM [24], LSTM, and logistic
regression are made. �e application of T-LSTM auto-encoder on
patient subtyping is presented on a real world dataset (PPMI) and
subtyping results are discussed. T-LSTM 1 was implemented in
Tensor�ow and mini-batch stochastic Adam optimizer was used
during experiments. All the weights were learned simultaneously
and in data-driven manner. Same network se�ings and parameters
were used for all the deep methods for comparison. �erefore, �xed
number of epochs were chosen during the experiments instead of
1Available at h�ps://github.com/illidanlab/T-LSTM

Table 1: Supervised synthetic EHR experimental results, av-
erage AUC of testing on 10 di�erent splits. Training and
testing ratio was chosen as 70% and 30%, respectively.

Methods Avg. Test AUC Stdev.
T-LSTM 0.91 0.01

MF1-LSTM 0.87 0.02
MF2-LSTM 0.82 0.09

LSTM 0.85 0.02
LR 0.56 0.01

using a stopping criteria. Since there are variable size sequences in
longitudinal patient data, batches with same sequence sizes were
generated instead of padding the original sequences with zero to
make every sequence same length. In this study, we did not use the
publicly available large scale ICU dataset, MIMIC [18]. MIMIC is an
ICU data, therefore sequence length for the majority of patients is
very small such as one or two admissions. Even though MIMIC is
an important public source for healthcare research, it is not suitable
for our purpose such that very short sequences do not enable us
to analyze long and short term dependencies and the e�ect of the
elapsed time irregularities.

4.1 Synthetic Dataset
4.1.1 Supervised Experiment. In this section, we report exper-

imental results for a supervised task on an arti�cially generated
EHR data which can be found in 2. �e aforementioned data has
electronic records of up to 100, 000 patients with lab results, diag-
noses, and start and end dates of the admissions. Each patient has
a unique patient ID similar to real world EHR data. We refer to
the reference study [19] for further details of the data generation
process. Although the dataset is arti�cially generated, it contains
similar characteristics as a real EHR data. In this experiment, tar-
get diagnoses was Diabetes Mellitus and the task was a binary
classi�cation problem. Input of the network was the sequence of
admissions and the output was the predicted label as one-hot vector.
�erefore, regular recurrent network se�ing was utilized for this
task instead of auto-encoder. Feature of one admission was a multi-
hot vector containing the diagnoses given in the corresponding
admission and the vocabulary size was 529. For this purpose, 6, 730
patients were sampled with an average of 4 admissions. For this
task, a single layer T-LSTM, MF1-LSTM and MF2-LSTM networks
were tested to compare the performance based on area under ROC
curve (AUC) metric for 50 epochs. In this experiment, number of
hidden and so�max layer neurons were chosen as 1028 and 512,
respectively. In addition, performance of the traditional logistic
regression (LR) classi�er was also analyzed. In logistic regression
experiments, admissions were aggregated for each patient without
incorporating the elapsed time. We also tried to incorporate the
elapsed time as a weight by using the same non-increasing function
used in T-LSTM during the aggregation of admissions. However,
this approach did not improve the performance in our case. �e
results are summarized in Table 1.

As it can be seen from the Table 1, T-LSTM has a be�er per-
formance than the baseline approaches. �e way to represent the
sequential data could be improved further for logistic regression,
but aggregation of the admissions for each patient did not perform
2h�p://www.emrbots.org/
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approach in [17], multilinear sparse logistic regression
model in [31], and convolutional matrix factorization ap-
proach [30] for modeling the temporalities among clini-
cal events.

Recent years, deep models become a preferred ap-
proach for EHR representation learning due to their
ability to learn complex patterns from data to character-
ize higher-level correlations among clinical events. Vari-
ous deep mechanism or embedding techniques have been
adopted to generate better EHR representations. For
example, word2vec embedding was used to learn low-
dimensional representations of medical concepts [12] to
generate dense and contextual-embedded features. [6]
proposed to represent each patient’s EHR as a tem-
poral matrix with time on one dimension and clinical
events on the other dimension, and then build a four
layer convolutional neural network (CNN) for extracting
phenotypes and perform prediction. In [25], the authors
presented a three-layer stack of denoising autoencoders
to capture hierarchical regularities and dependencies in
the aggregated EHRs and used it to facilitate clinical
predictive modeling.

To make EHR based disease prediction, sequential
prediction approaches such as recurrent neural networks
(RNN) or RNN-variants were often applied. For ex-
ample, [11] developed an RNN based model to pre-
dict early onset of heart failure. Later in [10], it has
been demonstrated reverse-order RNN performs better
at some clinical prediction tasks. In addition, the atten-
tion mechanism has been explored to allow the model
to focus on influential past visits or events, e.g. the RE-
TAIN model [10]. However, their attention strategy is
not target-aware since the attention weights in [10] are
generated from only the hidden states of the RNN for
the observed clinical events. This strategy weakens the
interpretability and e↵ectiveness of the model. Other
than the attention mechanism, other deep models were
also proposed with particular challenges being targeted,
e.g. more focus on temporal challenges in modeling
[4, 8], or incorporating hierarchical information inher-
ent to medical ontologies [9]. However, there still lacks
an integrated model that can simultaneously and fully
represent multifaceted patient information to uncover
patients’ comprehensive health condition.

3 Method

We are now ready to present the Health-ATM, a deep
architecture that provides synergistic representation
learning to predict the occurrence of a disease e (or
multiple diseases) given initial input represented as
sequences of clinical events of Length T : x1, x2,...,
xT . Each clinical event xi is represented by a medical
code and associated with a visiting time stamp ti;

Figure 1: The proposed Health-ATM architecture.

and the target event is generally a diagnosis event
which indicates a disease. A visit may contain multiple
codes at the same time, but here we regard each
code as a single clinical event, because we want to
get finer-grained and interpretable attention weights
between target and observed event in the following
layers. Taking embedded clinical events as input, we
extend an RNN model with adding a novel target-aware
attention mechanism to take advantage of the target
embedding information; and a CNN structure to a time-
aware ConvNet to capture the time stamp information.
The Health-ATM architecture is illustrated as in Figure.
1. In the following we describe the detailed design of the
Health-ATM architecture.

3.1 Basic Layers: Contextual Embedding and

RNN Learning distributed representations or word
embeddings has proved particularly useful in various
natural language processing tasks, and has also gained
initial success in medical concept embeddings [14, 12].

Similar to [14], we processed the EHR training
dataset so that diagnosis codes, medication codes, pro-
cedure codes are laid out in a temporal order, and each
code represents a clinical event. Then using the context
window size of 15, and applying the CBOW model of
word2vec [24], we were able to project all these medi-
cal codes into the same lower dimensional space, where
similar or related codes are embedded close to one an-
other.

The output of the contextual embedding layer v

would be directly fed into the RNN layer to further
generate temporal patient representations. RNN is a
natural tool to model sequences and has received much
attention in this field already [11, 4, 8, 10]. Following
the procedures in [11], we adopt the GRU-based RNN
structure [7] in our model. In addition, we extend the
single-directional GRU to bi-directional GRU to capture
both previous and future context information.

3.2 Target-Aware Attention Mechanism for In-

terpretable Patient Representation Attentive neu-

Copyright © 2018 by SIAM
Unauthorized reproduction of this article is prohibited263

D
ow

nl
oa

de
d 

11
/2

2/
20

 to
 6

7.
85

.5
4.

23
4.

 R
ed

is
tri

bu
tio

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.si

am
.o

rg
/p

ag
e/

te
rm

s

DSHealth ’20, August 24, 2020, San Diego, CA Prithwish Chakraborty, Fei Wang, Jianying Hu, and Daby Sow

with appropriate reward shaping or are learned using stochastic
reparameterization under annealing routines and deal with high
variance in gradients.

In this paper, we propose EBmRNN: a novel explicit-blurred
memory architecture for longitudinal EHR analysis. Our model
is inspired by the well-known Atkinson-Shi�rin model of human
memory [1]. Our key contributions are as follows:
• We propose a partitioning of external memory of generic mem-
ory networks into a blurred-explicit memory architecture that
supports better interpretability and can be trained with limited
supervision.

• We evaluate the model over 3 classi�cation problems on longitu-
dinal EHR data. Our results show EBmRNN achieves accuracies
comparable to state-of-the-art architectures.

• We discuss the support for interpretations inherent in EBmRNN
and analyze the same over the di�erent tasks.

2 METHODS
Model:Memory networks are a special class of Recurrent Neural
Networks that employ external memory banks to store computed re-
sults. The separation between operands and operators provided by
such architectures have been shown to increase network capacity
and/or help generalize over datasets. However, the involved opera-
tions are in general highly complex and renders such networks very
di�cult to interpret. Our proposed architecture is shown in Fig-
ure 1. The architecture is inspired by the Atkinson-Shi�rin model
of cognition and is composed of three parts:

Controllerℎ"#$
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Figure 1: EBmRNN architecture: Memory controller pro-
cesses observations and can choose to store them discretely
in explicit memory block or as di�used higher level abstrac-
tions in blurred memory.

• a controller (e.g. a LSTM network) that processes inputs sequen-
tially and produces candidate memory representation at each
time point t along with control vectors to manage the external
memory. Mathematically, it can be expressed as follows:h

kEt ,k
B
t ,mt , et

i
,ht = RNN (ht�1,xt , rt�1) (1)

• an ‘explicit’ memory bank, where the generated candidate mem-
ory representation is stored. Depending on the outputs of a
controlling read gate, the candidate memory can be stored ex-
plicitly or passed on to the blurred memory. When it is stored
explicitly and the bank was already full, an older memory is
removed based on the information content and passed on to
the blurred memory bank. To update the memory explicitly, we
discretely select the index by make use of the Gumbel-Softmax
trick as shown below:

ut = �Eut�1 + (1 � �E)wr,E
t

�t = �
⇣
aT� ht + b�

⌘
ww,E
t = Gumbel-Softmax

⇣
1 � (w̃w,E

t + �tut )
⌘ (2)

where, ut 2 RD is a network learnt usage estimated. �E is a
hyper-parameter capturing the e�ect of current reads on the
slots andwt is a one-hot encoded weight vector over memory
slots.

• The memory passed on to the blurred memory bank is dif-
fused according to the control vectors and stored as high level
concepts.
To generate outputs at time t , the architecture makes use of

a read gate to select the memories stored in explicit and blurred
memory that are useful at that time point.

�t = �
⇣
aBT� rBt + a

ET
� r Et + b�

⌘
rt = ReLU

⇣
(1 � �t ) ⇥W B

r rBt + �t ⇥W E
r r Et + br

⌘ (3)

where, B and E are the blurred and explicit memories. �t 2 R is
the read gate output and rt 2 RD is the �nal output. The full model
description is presented in the Appendix.

Experimental setup:We evaluated the performance of the pro-
posed EBmRNN on the publicly available MIMIC III (Medical In-
formation Mart for Intensive Care) data set [8]. The data includes
vital signs, medications, laboratory measurements, observations
and clinical notes. For this paper, we focused on the structured data
�elds and followed the MIMIC III benchmark proposed in [6] to
construct cohorts for 3 speci�c learning tasks of great interest to the
critical care community namely, ‘In-hospital mortality’, ‘decompen-
sation’, and ’phenotype’ classi�cation. To estimate the e�ectiveness
of the EBmRNN scheme, we compared it with the following base-
line algorithms: Logistic Regression using the features used in [6],
Long Short Term Memory Networks, and Gated Recurrent Unit
(GRU) Networks. We also looked at a variant of EBmRNN that
doesn’t have access to blurred memory, hereby referred to as Em-
RNN. Comparison with EmRNN allows the training to proceed
via a direct path to explicit memories and hence estimate its e�ect
more accurately. EmRNN is completely interpretable while EBm-
RNN is interpretable to the limit allowed by the complexities of the
problem. Details on the exact cohort de�nitions and constructions
are provided in [6]. More details on the tasks are also presented in
the Appendix.

Data description: The dataset for each of the tasks is described
below:
In Hospital Mortality Prediction: This task is a classi�cation
problem where the learning algorithm is asked to predict mortality
using the �rst 48 hours of data collected on the patient for each ICU

Chakraborty, Prithwish, Fei Wang, Jianying Hu, and Daby Sow. "Explicit-
Blurred Memory Network for Analyzing Patient Electronic Health 
Records." arXiv preprint arXiv:1911.06472 (2019).
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METHODS
Datasets
We included EHR data from the University of California, San Francisco
(UCSF) from 2012 to 2016, and the University of Chicago Medicine (UCM)
from 2009 to 2016. We refer to each health system as Hospital A and
Hospital B. All EHRs were de-identified, except that dates of service were
maintained in the UCM dataset. Both datasets contained patient
demographics, provider orders, diagnoses, procedures, medications,
laboratory values, vital signs, and flowsheet data, which represent all
other structured data elements (e.g., nursing flowsheets), from all inpatient
and outpatient encounters. The UCM dataset additionally contained de-
identified, free-text medical notes. Each dataset was kept in an encrypted,
access-controlled, and audited sandbox.
Ethics review and institutional review boards approved the study with

waiver of informed consent or exemption at each institution.

Data representation and processing
We developed a single data structure that could be used for all predictions,
rather than requiring custom, hand-created datasets for every new
prediction. This approach represents the entire EHR in temporal order:
data are organized by patient and by time. To represent events in a
patient’s timeline, we adopted the FHIR standard.75 FHIR defines the high-
level representation of healthcare data in resources, but leaves values in

each individual site’s idiosyncratic codings.28 Each event is derived from a
FHIR resource and may contain multiple attributes; for example, a
medication-order resource could contain the trade name, generic name,
ingredients, and others. Data in each attribute were split into discrete
values, which we refer to as tokens. For notes, the text was split into a
sequence of tokens, one for each word. Numeric values were normalized,
as detailed in the supplement. The entire sequence of time-ordered
tokens, from the beginning of a patient’s record until the point of
prediction, formed the patient’s personalized input to the model. This
process is illustrated in Fig. 4, and further details of the FHIR representation
and processing are provided in Supplementary Materials.

Outcomes
We were interested in understanding whether deep learning could
produce valid predictions across wide range of clinical problems and
outcomes. We therefore selected outcomes from divergent domains,
including an important clinical outcome (death), a standard measure of
quality of care (readmissions), a measure of resource utilization (length of
stay), and a measure of understanding of a patient’s problems (diagnoses).

Inpatient mortality. We predicted impending inpatient death, defined as a
discharge disposition of “expired.”42,46,48,49

30-day unplanned readmission. We predicted unplanned 30-day read-
mission, defined as an admission within 30 days after discharge from an
“index” hospitalization. A hospitalization was considered a “readmission” if
its admission date was within 30 days after discharge of an eligible index
hospitalization. A readmission could only be counted once. There is no

Fig. 3 The patient record shows a woman with metastatic breast cancer with malignant pleural effusions and empyema. The patient timeline
at the top of the figure contains circles for every time-step for which at least a single token exists for the patient, and the horizontal lines show
the data type. There is a close-up view of the most recent data points immediately preceding a prediction made 24 h after admission. We
trained models for each data type and highlighted in red the tokens which the models attended to—the non-highlighted text was not
attended to but is shown for context. The models pick up features in the medications, nursing flowsheets, and clinical notes relevant to the
prediction

Scalable and accurate deep learning with electronic health
A Rajkomar et al.

6
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https://www.nature.com/articles/s41746-018-0029-1
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pressure, heart-rate, respiratory rate 
and temperature in Fahrenheit 

• the most recent white blood cell count, 
hemoglobin, sodium, creatinine, 
troponin, lactate oxygen saturation, 
oxygen source, glucose, calcium, 
potassium, chloride, blood urea 
nitrogen (BUN), carbon dioxide, 
hematocrit, platelet, magnesium, 
phosphorus, albumin, aspartate 
transaminase (AST), Alkaline 
Phosphatase, Total Bilirubin, 
International Normalized Ratio, and 
Absolute Neutrophil Count (ANC) 

• prior HCC codes in the 
timeline (counts for each 
one), the principal 
diagnosis coded as a 
CCS, hospital service, 
and the most recent lab 
value of each possible 
lab used in the mortality 
baseline model. 
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Attention Mechanism. In addition to the time weighting layer to incorporate timestamp information, we can 
also apply attention mechanism on the event embeddings to emphasize more on the important medical events. 
!e attention weight for event ci is computed using a so"max function β∝a softmax w( )i

T
i , where β is a reference 

vector to be learned from the model training process, and wi is the embedded vector of ci. !is attention weight ai 
tells us how much attention we should pay on event ci. We can multiply it with the time weight to get a composite 
weight for each event in the modeling process.

!e overall architecture of the deep learning models we investigated is provided in Fig. 3 in the supplemental 
material.

Results
The detailed experimental results are presented in this section. First we introduce the process of data 
preprocessing.

Data Preprocessing. Our raw data contain 111,992 patients in Geisinger Health System who had at least 
one COPD related diagnosis (ICD-9 diagnosis codes: 490.**, 491.**, 492.**, 493.2*, 494.**, 496.**) between 
January 2004 and September 2015. !e information contained in patient claims include patient demographics, 
medication, service location (utilization), diagnosis and procedure. Table 1 in the supplemental material summa-
rizes the details of each type of information.

We built a three-step pipeline for data preprocessing: data $ltering, data labeling and data splitting, which are 
detailed below.

Data Filtering. We $lter the raw patient claims with the following criteria: (1) Keep Main Hospital (MH) claims 
with status ‘Approved’; (2) Keep patients who have ever been diagnosed with at least one of 491.*, 492.*, and 496.* 
in MH DX claims; (3) Keep patients who are at least 40 years old; (4) Keep patients with decided gender; (5) Keep 
patients with at least one Inpatient MH claim in the entire history; (6) Keep patients with observation history 

Figure 1. !ree types of patient representations for incorporating the temporal information. (a) Sequence 
Representation; (b) Matrix Representation with Regular Time Intervals (MR-RTI); (c) Matrix Representation 
with Irregular Time Intervals (MR-ITI).

Figure 2. AUC performance achieved by predictive models with di%erent types of features and machine 
learning models. In (a), ‘hos’, ‘lace’, ‘hand’, ‘knowledge’ represent HOSPITAL score, LACE index, handcra"ed 
feature, and the combination of all these three kinds of features. For the legend, ‘lr’, ‘lrl1’, ‘lrl1’, ‘rf ’, ‘svm’, ‘gbdt’, 
‘mlp’ represent logistic regression, logistic regression with L1 penalty, logistic regression with L2 penalty, 
random forest, support vector machine, gradient boosting decision tree, and multi-layer perceptron. !e same 
naming convention is also applied in the legends of the follow-up $gures. In (b), COPD readmission prediction 
performance with combined data -driven features. For the x-axis, ‘data_bow’, ‘data_t$df ’ and ‘data_bbow’ 
represent BoW, TFIDF and BBoW features.
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t� Procedures. !e patient procedure information is encoded with three di"erent coding sources, i.e., CCS 
codes, Berenson-Eggers Type of Service (BETOS) codes, and revenue codes.

t� Pharmacy. !e pharmacy/medication information is encoded with National Drug Code (NDC), which we 
further mapped to the Generic !erapeutic Class (GTC) codes for the sake of dimensionality reduction.

t� Locations. We also consider the location where the medical service is provided.
For all four types of data-driven features, we construct the following representations through the analogy 
with natural language processing23:

t� Bag-of-Words (BoW) representation, which counts the frequency of each feature in the feature construction 
time period.

t� boolean Bag-of-Words (bBoW), which just cares about whether or not a speci#c feature appears in the feature 
construction time period.

t� Term Frequency-Inverse Document Frequency (TFIDF) normalization of the BoW representation23, which 
suppresses the impact of highly prevalent features (which could be non-informative) by weighting the feature 
counts by the inverse of its popularity (counts) in all patients’ records.

For both knowledge- and data-driven features, we use either one year or full period before the hospital 
discharge date as the feature construction period (also called observation window). !e only exceptions are 
HOSPITAL score and LACE (which are de#ned over one year). Table 1 summarizes the dimensions of all features 
introduced above. In addition to the investigation of di"erent groups of features respectively in the predictive 
modeling process, we also combine multiple groups of features for training the models to see how they can boost 
the performance

Model Building. A%er the patient features are constructed, we will feed them into a machine learning model for 
readmission risk prediction. !e following models are considered in this paper: (1) Logistic regression and its 
variants (with A1 or A2 norm regularizations); (2) Random F orest; (3) Support Vector Machine (SVM)24, where we 
only consider the linear case; (4) Gradient Boosting Decision Tree (GBDT)25; (5) Multi-Layer Perceptron 
(MLP)14. We introduce more details of these models below.

t� Logistic Regression (LR). Logistic regression is a popular model in applied health service research. It can be 
used to explain the relationship between one dependent binary variable and one or more independent varia-
bles. Mathematically, we model the probability logit (which is the log-odds) of the probability of an event, as 
a linear combination of predictive variables, i.e., = | =logit p y x w w x( ( 1 ; )) T , where =

−( )logit p( ) log p
p1

. 
!e regression coe&cients w are usually estimated through the maximum likelihood estimation (MLE) pro-
cedure,  which  i s  equiva lent  to  minimize  the  negat ive  tota l  data  log- l ike l ihood as 

= − ∑ |p yw x warg min log ( ; )i
N

i iw .
t� Logistic Regression with A1 penalty (LR_l1). Sometimes the number of independent variables is large, in 

which case not every of them is useful. In order to promote model sparsity and pick out variables that really 
contribute to the prediction, we can add A1 regularization to the negative total data log-likelihood26, that is, 

β= − ∑ | + || ||p yw x w warg min log ( ; )i
N

i iw 1. β > 0 is the tradeo" parameter.
t� Logistic Regression with A2 penalty (LR_l2). We can also add A2 regularization to the negative total data 

log-likelihood to improve numerical stability in the parameter estimation process, i.e. , 
β= − ∑ | + || ||p yw x w warg min log ( ; )i

N
i iw 2. β > 0 is the tradeo" parameter.

t� Random Forest (RF)27. Random forest is an ensemble learning method, which constructs multiple decision 
trees (each on a randomly sampled feature set) at the training stage. !eir outputs will be aggregated in the 
prediction stage (usually through majority voting) as the #nal result.

Feature x
Dimension  
(one-year history)

Dimension  
(full history)

Knowledge-driven
HOS 4 —
LACE 4 —
hand 12 12

Data-driven

DX 9743 10306
DX_3dig 1153 1169
DX_CCS 285 285
DX_HCC 197 197
PROC 11193 12009
PROC_group 399 402
PHAR 20289 22964
PHAR_GTC 42 42
LC 32 33

Table 1. Dimensions of di"erent kinds of features.

https://www.nature.com/articles/s41598-019-39071-y

https://www.nature.com/articles/s41598-019-39071-y


23

8SCIENTIFIC REPORTS |          (2019) 9:2362  | �����ǣȀȀ���Ǥ���ȀͷͶǤͷͶ͹;Ȁ�ͺͷͻͿ;ǦͶͷͿǦ͹ͿͶͽͷǦ�

www.nature.com/scientificreportswww.nature.com/scientificreports/

!e E"ect of Observation Window Lengths. We also explored how the observation window length will a!ect the 
readmission prediction performance. We compared the performance of one-year observation window against 
the full-history. All knowledge- and data-driven features are concatenated. "e results are summarized in Table 4, 
from which we can observe that:

 1. For the one-year observation window, we can obtain the best AUC of 0.653 using GBDT, which is better 
than knowledge-or data-driven features alone.

 2. Increasing the observation window from one year to full history barely improves the performance of 
GBDT, while most of other models get obvious improvements.

Deep Learning Methods. For deep learning experiments, we focus on the impact of di!erent time fusion 
and embedding strategies.

Time Fusion Strategies. We compare the performance of di!erent time fusion methods in Fig. 4a, from which 
we can observe that:

 1. "e basic sequence classi$cation without considering time information generates the worst performance. 
"is means that considering the exact event timestamps can indeed improve the prediction performance.

 2. Matrix representation with regular time intervals performs better than sequence representation.
 3. Matrix representation with irregular time interval combined with event attentions does not necessarily 

improve the prediction performance.
 4. If we use a coarse time granularity, for example by week or month instead of by day in matrix representa-

tions, the prediction AUC can be improved. "e best performance of AUC 0.650 is achieved by GRU 
model based on matrix representation by month.

Embedding Strategies. We also explored the impact of di!erent embedding strategies. We used the matrix rep-
resentation with regular time intervals aggregated by month. "e performance of using di!erent embedding strat-
egies is summarized in Fig. 4(b), from which we do not observe signi$cant di!erences across the performances 
of di!erent embedding strategies.

LR LR_l1 LR_l2 RF SVM GBDT MLP
One year 0.617 0.616 0.617 0.636 0.612 0.653 0.571
Full history 0.635 0.644 0.645 0.624 0.643 0.654 0.627

Table 4. Prediction performance for comprehensive features extracted from one-year history and from full 
history.

Figure 4. Performance comparison among di!erent time fusion and di!erent embedding strategies. In (a), 
‘basic’ indicates the most basic model where we use the sequence input without any time weighting or attention 
mechanisms. ‘basic_day’, ‘basic_week’ and ‘basic_month’ indicate the model using matrix input with regular 
time interval, whose time granularity is day, week and month. ‘time_day’, ‘att_day’, ‘time_att_day’ indicate the 
model using matrix input of irregular time interval, plus the time weighting layer, attention weighting layer, 
and both layers. For all models, we adopt Word2Vec embedding, and let the embedding layer be trainable when 
training the deep models. In (b),’skipgrams’,’skipgrams_w’ and’med2vec’ indicate the models using embedding 
matrix learned by Skip-grams model, the time weighted Skip-grams model, and the Med2vec model. "e 
su%x’_$xed’ means that we keep the parameters in the embedding layer $xed during training.’one-hot’ indicates 
the model simply uses the one-hot embedding layer.
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Validating drug repurposing signals using
electronic health records: a case study of
metformin associated with reduced cancer
mortality

Hua Xu1, Melinda C Aldrich2,3, Qingxia Chen4,5, Hongfang Liu6, Neeraja B Peterson7, Qi Dai3, Mia Levy5,7, Anushi Shah5, Xue Han4,
Xiaoyang Ruan6, Min Jiang1, Ying Li8, Jamii St Julien2, Jeremy Warner5,7, Carol Friedman8, Dan M Roden7,9, Joshua C Denny5,7

ABSTRACT
....................................................................................................................................................

Objectives Drug repurposing, which finds new indications for existing drugs, has received great attention recently. The
goal of our work is to assess the feasibility of using electronic health records (EHRs) and automated informatics methods
to efficiently validate a recent drug repurposing association of metformin with reduced cancer mortality.
Methods By linking two large EHRs from Vanderbilt University Medical Center and Mayo Clinic to their tumor registries,
we constructed a cohort including 32 415 adults with a cancer diagnosis at Vanderbilt and 79 258 cancer patients at
Mayo from 1995 to 2010. Using automated informatics methods, we further identified type 2 diabetes patients within
the cancer cohort and determined their drug exposure information, as well as other covariates such as smoking status.
We then estimated HRs for all-cause mortality and their associated 95% CIs using stratified Cox proportional hazard
models. HRs were estimated according to metformin exposure, adjusted for age at diagnosis, sex, race, body mass in-
dex, tobacco use, insulin use, cancer type, and non-cancer Charlson comorbidity index.
Results Among all Vanderbilt cancer patients, metformin was associated with a 22% decrease in overall mortality com-
pared to other oral hypoglycemic medications (HR 0.78; 95% CI 0.69 to 0.88) and with a 39% decrease compared to
type 2 diabetes patients on insulin only (HR 0.61; 95% CI 0.50 to 0.73). Diabetic patients on metformin also had a 23%
improved survival compared with non-diabetic patients (HR 0.77; 95% CI 0.71 to 0.85). These associations were repli-
cated using the Mayo Clinic EHR data. Many site-specific cancers including breast, colorectal, lung, and prostate dem-
onstrated reduced mortality with metformin use in at least one EHR.
Conclusions EHR data suggested that the use of metformin was associated with decreased mortality after a cancer di-
agnosis compared with diabetic and non-diabetic cancer patients not on metformin, indicating its potential as a chemo-
therapeutic regimen. This study serves as a model for robust and inexpensive validation studies for drug repurposing
signals using EHR data.
....................................................................................................................................................

Key words: drug repurposing, electronic health records, natural language processing, metformin

INTRODUCTION
The pharmaceutical industry faces a productivity problem to
smoothly deliver new drugs to market. Current de novo drug
discovery and development is costly, time-consuming, and
risky.1 Developing a new drug is estimated to cost over
US$800 million and to take anywhere from 10 to 17 years,2

with a success rate of less than 10%.3 Therefore, pharma-
ceutical companies and public-sector researchers are both
seeking more creative methods for drug discovery. Recently,
drug repurposing (also called repositioning or re-profiling),

which finds new indications for existing drugs, has received
great attention.1,4–7 Drug candidates for repurposing have of-
ten been through the pre-clinical and clinical stages and,
therefore, have known safety profiles which can substantially
reduce the risk, cost, and time of drug development, which
offers the possibility of solving the productivity dilemma.
Successful stories of drug repurposing have been reported1

and the need for drug repurposing is well recognized by lead-
ers in industry, academia, and government.8 For example,
The Learning Collaborative9 aims to advance therapies for
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only; and (4) non-diabetic patients with no use of diabetes
drugs. Construction of the study cohort, identification of ex-
posed/unexposed individuals, and ascertainment of covariates
was done automatically by using existing or newly developed
EHR selection algorithms44 incorporating techniques such as
natural language processing (NLP).

To identify DM2 patients, we used an existing algorithm45,46

previously developed by the eMERGE (electronic Medical
Records and Genomics) Network.47 The algorithm identifies pa-
tients with and without diabetes using three types of clinical in-
formation: (1) ICD-9 codes for DM2; (2) medications for DM2;
and (3) clinical laboratory results (glucose >200 mg/dL or he-
moglobin A1c >6.5%). DM2 individuals met at least two of the
three requirements for diagnosis, while non-diabetic patients
had none of the three criteria in their records. Prior research
has demonstrated that this algorithm has a positive predictive
value (PPV) of 98% for DM2 and a PPV of 100% for non-diabe-
tes.45 Patients not meeting either DM2 or non-diabetic defini-
tions were excluded (eg, a single ICD-9 code for diabetes
without other supporting evidence; N¼ 7452).

Diabetic individuals were divided into three exposure groups
based on medication use after their cancer diagnosis.

To identify metformin and other DM2 drug exposure, we used
both structured (eg, electronic physician orders) and unstruc-
tured (eg, clinic visit notes) medication information in the EHR.
MedEx,48,49 an existing high performance NLP system, was
used to extract medication names and signature information
from unstructured clinical text. We required that subjects have
two or more mentions of the diabetes medications in the EHR
and at least one mention within 5 years after their cancer diag-
nosis date to classify subjects by medication use; subjects
lacking this information were excluded (N¼ 2298). Metformin
medications included monotherapy and combination therapy,
such as metformin with thiazolidinediones (eg, Actoplus Met or
PrandiMet). Cancer patients without DM2 were included as an
additional unexposed comparison group.

Clinical covariates were selected a priori and included pa-
tient age at cancer diagnosis, sex, race, body mass index
(BMI), insulin use, tobacco use, tumor type, and tumor stage.
Some covariates were found in structured fields in the EHR or
the Vanderbilt tumor registry (eg, age at diagnosis, tumor type,
and tumor stage). For covariates that were not available in
structured formats, we used NLP algorithms to extract the in-
formation from clinical narratives. To determine tobacco use,

Figure 1: The study design and data extraction workflow for patients in the Vanderbilt electronic health record (EHR) system
from January 1995 to December 2010.
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more accurate results than use of administrative data alone, as
has been used in previous studies.44,46 These informatics
methods, applied at both study sites, interrogated patient re-
cords to provide information on detailed medication exposures
and important cancer risk factors such as smoking histories
and BMI—detail not commonly afforded in retrospective claims
data. With the future ubiquity of available EHR data, such data
mining may provide an important tool for drug repurposing,
pharmacovigilance, and comparative effectiveness research.

Our findings add to a growing body of knowledge support-
ing a role for metformin in reducing cancer mortality.31,32,54 A
strength of this study is that the same study population was
used to evaluate multiple cancers. Metformin was also statisti-
cally associated with improved survival for less common can-
cers (see online supplementary appendix figure 1), suggesting
future studies with greater statistical power should evaluate
these less frequently observed cancers. Moreover, most prior
epidemiologic studies have used DM2 registries31 or patient
surveys38 to assess the association between metformin and
cancer risk and survival. We were able to utilize two densely
populated EHR-based cohorts in the USA with longitudinal fol-
low-up and linkage with tumor registries. We were also able to

incorporate smoking status into our analyses, an important
consideration for many cancers but not assessed in some other
retrospective studies.38,39 Using NLP for data extraction is an
efficient design for hospital-based epidemiologic studies, sig-
nificantly reducing the time and cost to conduct and replicate
the study since no follow-up of participants is needed. In addi-
tion, our study was replicated in another independent large
EHR (Mayo Clinic), demonstrating the generalizability of both
our findings and the informatics tools used in this study.

The mechanism by which metformin improves cancer sur-
vival either directly (insulin-independent) or indirectly (insulin-
dependent) remains unknown37,40,55,56 but may be related to
mTOR inhibition.57,58 The broad-based effect on multiple can-
cers seen in this study suggests a generalized anticancer ef-
fect. Future studies are needed to unravel the exact
mechanism by which metformin acts and whether metformin
should be targeted to particular patients. Currently, large efforts
are underway to link EHRs across institutions and to standard-
ize the definition of phenotypes for large-scale clinical and ge-
nomics studies of disease and treatment.59–61 Informatics
approaches, such as NLP technologies that are able to extract
standardized clinical information from unstructured clinical

Figure 2: The study design and data extraction workflow for patients in the Mayo Clinic electronic health record (EHR)
system from January 1995 to December 2010.
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Figure 3: Kaplan–Meier (K–M) plot of overall cancer survival for the Vanderbilt and Mayo Clinic cohorts. DM2, type 2 diabe-
tes mellitus.

Figure 4: Adjusted HRs by cancer type for the Vanderbilt and Mayo cohorts. Other, DM2 cancer patients on other drugs;
Insulin, DM2 cancer patients on insulin only; Metf, DM2 cancer patients on metformin; None, cancer patients without DM2.
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A rule based machine learning algorithm suggested
considering patients with both pneumonia and asthma to
be at a lower risk of death from pneumonia than patients
with pneumonia but with out asthma

At the hospitals hosting this study, patients with a history of
asthma who presented with pneumonia were usually
admitted directly to intensive care units to prevent
complications, this led to patients with pneumonia and
asthma having better outcomes than patients diagnosed with
pneumonia and without the history of asthma, with an
approximately 50% mortality risk reduction (5.4% vs. 11.3%)

Caruana, Rich, Yin Lou, Johannes Gehrke, Paul Koch, Marc Sturm, and Noemie
Elhadad. "Intelligible models for healthcare: Predicting pneumonia risk and hospital 30-
day readmission." In Proceedings of the 21th ACM SIGKDD international conference on 
knowledge discovery and data mining, pp. 1721-1730. 2015.
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failure, and various cancer therapies. Causes for a high 
white blood cell count include bacterial infections, 
inflammatory disease, and leukemia. Figure 2a shows 
that the one randomly selected white blood cell count 
observation per patient was mostly likely to have a 
value within the normal range. The three year survival 
(fig 2b) for patients with a normal white blood cell 
count value is 94.3%. Not surprisingly, patients with 
a white blood cell count value that was flagged as 
abnormally low or high have lower survival rates of 
86.7% (P�0.001) and 87.9% (P�0.001), respectively.

The value of the white blood cell count test 
only describes part of the picture—the patient 
pathophysiology dimension. Figure 3b shows that 
patients tested at 4 am with normal white blood cell 
count values have lower survival (85.4%) than patients 
tested at 4 pm with either abnormally low (93.0%, 
P�0.001) or high (91.4%, P�0.001) values. This finding 
is counterintuitive unless one considers an aspect of 
healthcare processes, which is that doctors generally 
only see sick patients in the middle of the night. In other 
words, even if a 4 am white blood cell count value is 
normal, it is abnormal for a patient to have a white blood 
cell count test ordered at that hour of the day (fig 3a).

For a similar reason, patients with a normal white 
blood cell count value on Sunday have the same 
survival rate (87.8%) as patients on Wednesday 
with either abnormally low (87.4%, P=0.59) or high 
(88.8%, P=0.08) values (fig 3d). The amount of time 
between consecutive white blood cell count tests is 
also associated with survival. For example, patients 
with a normal white blood cell count value less than 
one day after another white blood cell count test had 
a lower survival (78.9%) than patients with either 

abnormally low (97.4%, P�0.001) or high (95.3%, 
P�0.001) white blood cell count values when it has 
been at least one year since the patient had another 
white blood cell count test (fig 3f). Doctors typically 
do not order a white blood cell count test for a patient 
on the weekend (fig 3c) or for a patient who just had a 
white blood cell count less than one day earlier (fig 3e), 
unless they believe the patient is sick.

Laboratory tests serve as biomarkers or proxies 
for complex biological processes that are difficult to 
measure directly. For example, after several days, blood 
cultures might confirm that a patient has a bacterial 
infection, but an elevated white blood cell count value 
is a much faster way to assess the patient’s state of 
health. It is the bacteria, not the elevated white blood 
cell count, which is the cause of the patient’s illness; 
and, if the physician had a way to instantly detect the 
bacteria, the white blood cell count test might not be 
necessary. However, in practice, the white blood cell 
count value is often the best information available. 
In a similar way, the healthcare process aspects of 
a white blood cell count test can be proxies for other 
processes within the healthcare system. For example, 
early morning tests are much more likely to be done 
in an inpatient setting than afternoon tests (fig  4a). 
Indeed, controlling for the clinical setting explains 
some, but not all, of the associations between hour of 
the day and survival (fig 4b). Countless other factors, 
such as the schedules of the clinics, doctors, nurses, 
phlebotomists, lab technicians, and patients might 
also be playing a role. The point is that the hour of the 
day of the white blood cell count test is not affecting 
the patient’s health, but it is a readily available variable 
that encapsulates a great deal of information about the 
patient’s interaction with the healthcare system.

Other laboratory tests
Table 1 shows that in the same way that abnormal 
values of different types of laboratory tests have 
different clinical significance, tests also vary to the 
degree and manner in which their healthcare process 
dimension can be used to predict outcomes.

For example, the presence of a laboratory test in a 
patient’s record, regardless of any other information 
about the test result, has a significant association with 
the odds ratio of death in 233 of 272 (86%) tests (see 
supplementary material fig S1 and tables S5 and S6), 
based on Bonferroni adjusted P�0.05 (P�0.000184) 
to account for multiple hypothesis testing. Of these, 
the odds ratio of death is greater than one (lower 
survival rates) for 211 tests, with blood gasses having 
some of the highest odds ratios. However, 22 tests 
are associated with odds ratios less than one (higher 
survival rates), such as tests typically ordered during 
routine checkups at the two hospitals, including lipids 
(eg, low density lipoprotein, high density lipoprotein, 
etc) and prostate specific antigen.

Table 2 summarizes the results of the predictive 
models. Table S7 in the supplementary material 
provides details for each of the 272 tests. As an 
example, models for three year survival based on 
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Fig 2 | The patient pathophysiology dimension of white 
blood cell count laboratory tests and survival
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failure, and various cancer therapies. Causes for a high 
white blood cell count include bacterial infections, 
inflammatory disease, and leukemia. Figure 2a shows 
that the one randomly selected white blood cell count 
observation per patient was mostly likely to have a 
value within the normal range. The three year survival 
(fig 2b) for patients with a normal white blood cell 
count value is 94.3%. Not surprisingly, patients with 
a white blood cell count value that was flagged as 
abnormally low or high have lower survival rates of 
86.7% (P�0.001) and 87.9% (P�0.001), respectively.

The value of the white blood cell count test 
only describes part of the picture—the patient 
pathophysiology dimension. Figure 3b shows that 
patients tested at 4 am with normal white blood cell 
count values have lower survival (85.4%) than patients 
tested at 4 pm with either abnormally low (93.0%, 
P�0.001) or high (91.4%, P�0.001) values. This finding 
is counterintuitive unless one considers an aspect of 
healthcare processes, which is that doctors generally 
only see sick patients in the middle of the night. In other 
words, even if a 4 am white blood cell count value is 
normal, it is abnormal for a patient to have a white blood 
cell count test ordered at that hour of the day (fig 3a).

For a similar reason, patients with a normal white 
blood cell count value on Sunday have the same 
survival rate (87.8%) as patients on Wednesday 
with either abnormally low (87.4%, P=0.59) or high 
(88.8%, P=0.08) values (fig 3d). The amount of time 
between consecutive white blood cell count tests is 
also associated with survival. For example, patients 
with a normal white blood cell count value less than 
one day after another white blood cell count test had 
a lower survival (78.9%) than patients with either 

abnormally low (97.4%, P�0.001) or high (95.3%, 
P�0.001) white blood cell count values when it has 
been at least one year since the patient had another 
white blood cell count test (fig 3f). Doctors typically 
do not order a white blood cell count test for a patient 
on the weekend (fig 3c) or for a patient who just had a 
white blood cell count less than one day earlier (fig 3e), 
unless they believe the patient is sick.

Laboratory tests serve as biomarkers or proxies 
for complex biological processes that are difficult to 
measure directly. For example, after several days, blood 
cultures might confirm that a patient has a bacterial 
infection, but an elevated white blood cell count value 
is a much faster way to assess the patient’s state of 
health. It is the bacteria, not the elevated white blood 
cell count, which is the cause of the patient’s illness; 
and, if the physician had a way to instantly detect the 
bacteria, the white blood cell count test might not be 
necessary. However, in practice, the white blood cell 
count value is often the best information available. 
In a similar way, the healthcare process aspects of 
a white blood cell count test can be proxies for other 
processes within the healthcare system. For example, 
early morning tests are much more likely to be done 
in an inpatient setting than afternoon tests (fig  4a). 
Indeed, controlling for the clinical setting explains 
some, but not all, of the associations between hour of 
the day and survival (fig 4b). Countless other factors, 
such as the schedules of the clinics, doctors, nurses, 
phlebotomists, lab technicians, and patients might 
also be playing a role. The point is that the hour of the 
day of the white blood cell count test is not affecting 
the patient’s health, but it is a readily available variable 
that encapsulates a great deal of information about the 
patient’s interaction with the healthcare system.

Other laboratory tests
Table 1 shows that in the same way that abnormal 
values of different types of laboratory tests have 
different clinical significance, tests also vary to the 
degree and manner in which their healthcare process 
dimension can be used to predict outcomes.

For example, the presence of a laboratory test in a 
patient’s record, regardless of any other information 
about the test result, has a significant association with 
the odds ratio of death in 233 of 272 (86%) tests (see 
supplementary material fig S1 and tables S5 and S6), 
based on Bonferroni adjusted P�0.05 (P�0.000184) 
to account for multiple hypothesis testing. Of these, 
the odds ratio of death is greater than one (lower 
survival rates) for 211 tests, with blood gasses having 
some of the highest odds ratios. However, 22 tests 
are associated with odds ratios less than one (higher 
survival rates), such as tests typically ordered during 
routine checkups at the two hospitals, including lipids 
(eg, low density lipoprotein, high density lipoprotein, 
etc) and prostate specific antigen.

Table 2 summarizes the results of the predictive 
models. Table S7 in the supplementary material 
provides details for each of the 272 tests. As an 
example, models for three year survival based on 
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failure, and various cancer therapies. Causes for a high 
white blood cell count include bacterial infections, 
inflammatory disease, and leukemia. Figure 2a shows 
that the one randomly selected white blood cell count 
observation per patient was mostly likely to have a 
value within the normal range. The three year survival 
(fig 2b) for patients with a normal white blood cell 
count value is 94.3%. Not surprisingly, patients with 
a white blood cell count value that was flagged as 
abnormally low or high have lower survival rates of 
86.7% (P�0.001) and 87.9% (P�0.001), respectively.

The value of the white blood cell count test 
only describes part of the picture—the patient 
pathophysiology dimension. Figure 3b shows that 
patients tested at 4 am with normal white blood cell 
count values have lower survival (85.4%) than patients 
tested at 4 pm with either abnormally low (93.0%, 
P�0.001) or high (91.4%, P�0.001) values. This finding 
is counterintuitive unless one considers an aspect of 
healthcare processes, which is that doctors generally 
only see sick patients in the middle of the night. In other 
words, even if a 4 am white blood cell count value is 
normal, it is abnormal for a patient to have a white blood 
cell count test ordered at that hour of the day (fig 3a).

For a similar reason, patients with a normal white 
blood cell count value on Sunday have the same 
survival rate (87.8%) as patients on Wednesday 
with either abnormally low (87.4%, P=0.59) or high 
(88.8%, P=0.08) values (fig 3d). The amount of time 
between consecutive white blood cell count tests is 
also associated with survival. For example, patients 
with a normal white blood cell count value less than 
one day after another white blood cell count test had 
a lower survival (78.9%) than patients with either 

abnormally low (97.4%, P�0.001) or high (95.3%, 
P�0.001) white blood cell count values when it has 
been at least one year since the patient had another 
white blood cell count test (fig 3f). Doctors typically 
do not order a white blood cell count test for a patient 
on the weekend (fig 3c) or for a patient who just had a 
white blood cell count less than one day earlier (fig 3e), 
unless they believe the patient is sick.

Laboratory tests serve as biomarkers or proxies 
for complex biological processes that are difficult to 
measure directly. For example, after several days, blood 
cultures might confirm that a patient has a bacterial 
infection, but an elevated white blood cell count value 
is a much faster way to assess the patient’s state of 
health. It is the bacteria, not the elevated white blood 
cell count, which is the cause of the patient’s illness; 
and, if the physician had a way to instantly detect the 
bacteria, the white blood cell count test might not be 
necessary. However, in practice, the white blood cell 
count value is often the best information available. 
In a similar way, the healthcare process aspects of 
a white blood cell count test can be proxies for other 
processes within the healthcare system. For example, 
early morning tests are much more likely to be done 
in an inpatient setting than afternoon tests (fig  4a). 
Indeed, controlling for the clinical setting explains 
some, but not all, of the associations between hour of 
the day and survival (fig 4b). Countless other factors, 
such as the schedules of the clinics, doctors, nurses, 
phlebotomists, lab technicians, and patients might 
also be playing a role. The point is that the hour of the 
day of the white blood cell count test is not affecting 
the patient’s health, but it is a readily available variable 
that encapsulates a great deal of information about the 
patient’s interaction with the healthcare system.

Other laboratory tests
Table 1 shows that in the same way that abnormal 
values of different types of laboratory tests have 
different clinical significance, tests also vary to the 
degree and manner in which their healthcare process 
dimension can be used to predict outcomes.

For example, the presence of a laboratory test in a 
patient’s record, regardless of any other information 
about the test result, has a significant association with 
the odds ratio of death in 233 of 272 (86%) tests (see 
supplementary material fig S1 and tables S5 and S6), 
based on Bonferroni adjusted P�0.05 (P�0.000184) 
to account for multiple hypothesis testing. Of these, 
the odds ratio of death is greater than one (lower 
survival rates) for 211 tests, with blood gasses having 
some of the highest odds ratios. However, 22 tests 
are associated with odds ratios less than one (higher 
survival rates), such as tests typically ordered during 
routine checkups at the two hospitals, including lipids 
(eg, low density lipoprotein, high density lipoprotein, 
etc) and prostate specific antigen.

Table 2 summarizes the results of the predictive 
models. Table S7 in the supplementary material 
provides details for each of the 272 tests. As an 
example, models for three year survival based on 

White blood cell count (103/μL)

Fr
ac

tio
n 

of
 p

at
ie

nt
s

0

0.06

0.09

0.12

0.15

0.18

0.03

0 4 8 12 16 20

3 
ye

ar
 su

rv
iva

l r
at

e

0.4

0.6

0.7

0.8

0.9

1.0

0.5

24

a

b

Fig 2 | The patient pathophysiology dimension of white 
blood cell count laboratory tests and survival

 on 27 O
ctober 2019 at W

eill Cornell M
edical Library. Protected by copyright.

http://www.bm
j.com

/
BM

J: first published as 10.1136/bm
j.k1479 on 30 April 2018. Downloaded from

 

RESEARCH

the bmj | BMJ 2018;361:k1479 | doi: 10.1136/bmj.k1479 5

two consecutive tests were constructed for 210 
tests. White blood cell is one of 127 (60%) tests 
where including both patient pathophysiology and 
healthcare process variables in the models is better 
than patient pathophysiology or healthcare process 
alone. Folate and triglycerides are examples of the 
21 (10%) tests where healthcare process alone is 
better. Fibrinogen and testosterone are among the 26 
(12%) tests where patient pathophysiology alone is 
better. For the remaining 36 (17%) tests, neither the 
patient pathophysiology nor the healthcare process 
variables improve a model based only on ASR. Overall, 
in the 174 tests where patient pathophysiology or 
healthcare process, or both variables improved the 
ASR model, healthcare process is better than patient 
pathophysiology in 118 (68%) tests. The time interval 
between consecutive tests is the single most predictive 
variable for 76 of 210 (36%) tests, followed by the 
value of the test result in 56 (27%) tests, and the hour 
of the day in 47 (22%) tests.

In a separate analysis described in the 
supplementary materials, we repeated the 
experiments using 30 day readmission as the outcome 
measure, rather than three year survival, and found 
similar results. For example, in the two-test models, 
the healthcare process variables are better than 
patient pathophysiology in 56 of 70 (80%) tests, 
with the hour of the day the best single variable in 
46 of 107 (43%) tests, followed by the value of the 
test result in 16 (15%) tests, and the time interval 
between consecutive tests in 11 (10%) of tests (see 
supplementary materials, table S3 and S4).

Discussion
The speed by which technology is making Big Data 
available to biomedical researchers is outpacing the 
development of new analytical techniques to analyze 
these data and to understand the implicit processes that 
lead to their generation. Investigators are often unaware 
of the complexities of working with observational data 
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two consecutive tests were constructed for 210 
tests. White blood cell is one of 127 (60%) tests 
where including both patient pathophysiology and 
healthcare process variables in the models is better 
than patient pathophysiology or healthcare process 
alone. Folate and triglycerides are examples of the 
21 (10%) tests where healthcare process alone is 
better. Fibrinogen and testosterone are among the 26 
(12%) tests where patient pathophysiology alone is 
better. For the remaining 36 (17%) tests, neither the 
patient pathophysiology nor the healthcare process 
variables improve a model based only on ASR. Overall, 
in the 174 tests where patient pathophysiology or 
healthcare process, or both variables improved the 
ASR model, healthcare process is better than patient 
pathophysiology in 118 (68%) tests. The time interval 
between consecutive tests is the single most predictive 
variable for 76 of 210 (36%) tests, followed by the 
value of the test result in 56 (27%) tests, and the hour 
of the day in 47 (22%) tests.

In a separate analysis described in the 
supplementary materials, we repeated the 
experiments using 30 day readmission as the outcome 
measure, rather than three year survival, and found 
similar results. For example, in the two-test models, 
the healthcare process variables are better than 
patient pathophysiology in 56 of 70 (80%) tests, 
with the hour of the day the best single variable in 
46 of 107 (43%) tests, followed by the value of the 
test result in 16 (15%) tests, and the time interval 
between consecutive tests in 11 (10%) of tests (see 
supplementary materials, table S3 and S4).

Discussion
The speed by which technology is making Big Data 
available to biomedical researchers is outpacing the 
development of new analytical techniques to analyze 
these data and to understand the implicit processes that 
lead to their generation. Investigators are often unaware 
of the complexities of working with observational data 
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failure, and various cancer therapies. Causes for a high 
white blood cell count include bacterial infections, 
inflammatory disease, and leukemia. Figure 2a shows 
that the one randomly selected white blood cell count 
observation per patient was mostly likely to have a 
value within the normal range. The three year survival 
(fig 2b) for patients with a normal white blood cell 
count value is 94.3%. Not surprisingly, patients with 
a white blood cell count value that was flagged as 
abnormally low or high have lower survival rates of 
86.7% (P�0.001) and 87.9% (P�0.001), respectively.

The value of the white blood cell count test 
only describes part of the picture—the patient 
pathophysiology dimension. Figure 3b shows that 
patients tested at 4 am with normal white blood cell 
count values have lower survival (85.4%) than patients 
tested at 4 pm with either abnormally low (93.0%, 
P�0.001) or high (91.4%, P�0.001) values. This finding 
is counterintuitive unless one considers an aspect of 
healthcare processes, which is that doctors generally 
only see sick patients in the middle of the night. In other 
words, even if a 4 am white blood cell count value is 
normal, it is abnormal for a patient to have a white blood 
cell count test ordered at that hour of the day (fig 3a).

For a similar reason, patients with a normal white 
blood cell count value on Sunday have the same 
survival rate (87.8%) as patients on Wednesday 
with either abnormally low (87.4%, P=0.59) or high 
(88.8%, P=0.08) values (fig 3d). The amount of time 
between consecutive white blood cell count tests is 
also associated with survival. For example, patients 
with a normal white blood cell count value less than 
one day after another white blood cell count test had 
a lower survival (78.9%) than patients with either 

abnormally low (97.4%, P�0.001) or high (95.3%, 
P�0.001) white blood cell count values when it has 
been at least one year since the patient had another 
white blood cell count test (fig 3f). Doctors typically 
do not order a white blood cell count test for a patient 
on the weekend (fig 3c) or for a patient who just had a 
white blood cell count less than one day earlier (fig 3e), 
unless they believe the patient is sick.

Laboratory tests serve as biomarkers or proxies 
for complex biological processes that are difficult to 
measure directly. For example, after several days, blood 
cultures might confirm that a patient has a bacterial 
infection, but an elevated white blood cell count value 
is a much faster way to assess the patient’s state of 
health. It is the bacteria, not the elevated white blood 
cell count, which is the cause of the patient’s illness; 
and, if the physician had a way to instantly detect the 
bacteria, the white blood cell count test might not be 
necessary. However, in practice, the white blood cell 
count value is often the best information available. 
In a similar way, the healthcare process aspects of 
a white blood cell count test can be proxies for other 
processes within the healthcare system. For example, 
early morning tests are much more likely to be done 
in an inpatient setting than afternoon tests (fig  4a). 
Indeed, controlling for the clinical setting explains 
some, but not all, of the associations between hour of 
the day and survival (fig 4b). Countless other factors, 
such as the schedules of the clinics, doctors, nurses, 
phlebotomists, lab technicians, and patients might 
also be playing a role. The point is that the hour of the 
day of the white blood cell count test is not affecting 
the patient’s health, but it is a readily available variable 
that encapsulates a great deal of information about the 
patient’s interaction with the healthcare system.

Other laboratory tests
Table 1 shows that in the same way that abnormal 
values of different types of laboratory tests have 
different clinical significance, tests also vary to the 
degree and manner in which their healthcare process 
dimension can be used to predict outcomes.

For example, the presence of a laboratory test in a 
patient’s record, regardless of any other information 
about the test result, has a significant association with 
the odds ratio of death in 233 of 272 (86%) tests (see 
supplementary material fig S1 and tables S5 and S6), 
based on Bonferroni adjusted P�0.05 (P�0.000184) 
to account for multiple hypothesis testing. Of these, 
the odds ratio of death is greater than one (lower 
survival rates) for 211 tests, with blood gasses having 
some of the highest odds ratios. However, 22 tests 
are associated with odds ratios less than one (higher 
survival rates), such as tests typically ordered during 
routine checkups at the two hospitals, including lipids 
(eg, low density lipoprotein, high density lipoprotein, 
etc) and prostate specific antigen.

Table 2 summarizes the results of the predictive 
models. Table S7 in the supplementary material 
provides details for each of the 272 tests. As an 
example, models for three year survival based on 
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failure, and various cancer therapies. Causes for a high 
white blood cell count include bacterial infections, 
inflammatory disease, and leukemia. Figure 2a shows 
that the one randomly selected white blood cell count 
observation per patient was mostly likely to have a 
value within the normal range. The three year survival 
(fig 2b) for patients with a normal white blood cell 
count value is 94.3%. Not surprisingly, patients with 
a white blood cell count value that was flagged as 
abnormally low or high have lower survival rates of 
86.7% (P�0.001) and 87.9% (P�0.001), respectively.

The value of the white blood cell count test 
only describes part of the picture—the patient 
pathophysiology dimension. Figure 3b shows that 
patients tested at 4 am with normal white blood cell 
count values have lower survival (85.4%) than patients 
tested at 4 pm with either abnormally low (93.0%, 
P�0.001) or high (91.4%, P�0.001) values. This finding 
is counterintuitive unless one considers an aspect of 
healthcare processes, which is that doctors generally 
only see sick patients in the middle of the night. In other 
words, even if a 4 am white blood cell count value is 
normal, it is abnormal for a patient to have a white blood 
cell count test ordered at that hour of the day (fig 3a).

For a similar reason, patients with a normal white 
blood cell count value on Sunday have the same 
survival rate (87.8%) as patients on Wednesday 
with either abnormally low (87.4%, P=0.59) or high 
(88.8%, P=0.08) values (fig 3d). The amount of time 
between consecutive white blood cell count tests is 
also associated with survival. For example, patients 
with a normal white blood cell count value less than 
one day after another white blood cell count test had 
a lower survival (78.9%) than patients with either 

abnormally low (97.4%, P�0.001) or high (95.3%, 
P�0.001) white blood cell count values when it has 
been at least one year since the patient had another 
white blood cell count test (fig 3f). Doctors typically 
do not order a white blood cell count test for a patient 
on the weekend (fig 3c) or for a patient who just had a 
white blood cell count less than one day earlier (fig 3e), 
unless they believe the patient is sick.

Laboratory tests serve as biomarkers or proxies 
for complex biological processes that are difficult to 
measure directly. For example, after several days, blood 
cultures might confirm that a patient has a bacterial 
infection, but an elevated white blood cell count value 
is a much faster way to assess the patient’s state of 
health. It is the bacteria, not the elevated white blood 
cell count, which is the cause of the patient’s illness; 
and, if the physician had a way to instantly detect the 
bacteria, the white blood cell count test might not be 
necessary. However, in practice, the white blood cell 
count value is often the best information available. 
In a similar way, the healthcare process aspects of 
a white blood cell count test can be proxies for other 
processes within the healthcare system. For example, 
early morning tests are much more likely to be done 
in an inpatient setting than afternoon tests (fig  4a). 
Indeed, controlling for the clinical setting explains 
some, but not all, of the associations between hour of 
the day and survival (fig 4b). Countless other factors, 
such as the schedules of the clinics, doctors, nurses, 
phlebotomists, lab technicians, and patients might 
also be playing a role. The point is that the hour of the 
day of the white blood cell count test is not affecting 
the patient’s health, but it is a readily available variable 
that encapsulates a great deal of information about the 
patient’s interaction with the healthcare system.

Other laboratory tests
Table 1 shows that in the same way that abnormal 
values of different types of laboratory tests have 
different clinical significance, tests also vary to the 
degree and manner in which their healthcare process 
dimension can be used to predict outcomes.

For example, the presence of a laboratory test in a 
patient’s record, regardless of any other information 
about the test result, has a significant association with 
the odds ratio of death in 233 of 272 (86%) tests (see 
supplementary material fig S1 and tables S5 and S6), 
based on Bonferroni adjusted P�0.05 (P�0.000184) 
to account for multiple hypothesis testing. Of these, 
the odds ratio of death is greater than one (lower 
survival rates) for 211 tests, with blood gasses having 
some of the highest odds ratios. However, 22 tests 
are associated with odds ratios less than one (higher 
survival rates), such as tests typically ordered during 
routine checkups at the two hospitals, including lipids 
(eg, low density lipoprotein, high density lipoprotein, 
etc) and prostate specific antigen.

Table 2 summarizes the results of the predictive 
models. Table S7 in the supplementary material 
provides details for each of the 272 tests. As an 
example, models for three year survival based on 

White blood cell count (103/μL)

Fr
ac

tio
n 

of
 p

at
ie

nt
s

0

0.06

0.09

0.12

0.15

0.18

0.03

0 4 8 12 16 20

3 
ye

ar
 su

rv
iv

al
 ra

te

0.4

0.6

0.7

0.8

0.9

1.0

0.5

24

a

b

Fig 2 | The patient pathophysiology dimension of white 
blood cell count laboratory tests and survival

 on 27 O
ctober 2019 at W

eill Cornell M
edical Library. Protected by copyright.

http://www.bm
j.com

/
BM

J: first published as 10.1136/bm
j.k1479 on 30 April 2018. Downloaded from

 

RESEARCH

4 doi: 10.1136/bmj.k1479 | BMJ 2018;361:k1479 | the bmj

failure, and various cancer therapies. Causes for a high 
white blood cell count include bacterial infections, 
inflammatory disease, and leukemia. Figure 2a shows 
that the one randomly selected white blood cell count 
observation per patient was mostly likely to have a 
value within the normal range. The three year survival 
(fig 2b) for patients with a normal white blood cell 
count value is 94.3%. Not surprisingly, patients with 
a white blood cell count value that was flagged as 
abnormally low or high have lower survival rates of 
86.7% (P�0.001) and 87.9% (P�0.001), respectively.

The value of the white blood cell count test 
only describes part of the picture—the patient 
pathophysiology dimension. Figure 3b shows that 
patients tested at 4 am with normal white blood cell 
count values have lower survival (85.4%) than patients 
tested at 4 pm with either abnormally low (93.0%, 
P�0.001) or high (91.4%, P�0.001) values. This finding 
is counterintuitive unless one considers an aspect of 
healthcare processes, which is that doctors generally 
only see sick patients in the middle of the night. In other 
words, even if a 4 am white blood cell count value is 
normal, it is abnormal for a patient to have a white blood 
cell count test ordered at that hour of the day (fig 3a).

For a similar reason, patients with a normal white 
blood cell count value on Sunday have the same 
survival rate (87.8%) as patients on Wednesday 
with either abnormally low (87.4%, P=0.59) or high 
(88.8%, P=0.08) values (fig 3d). The amount of time 
between consecutive white blood cell count tests is 
also associated with survival. For example, patients 
with a normal white blood cell count value less than 
one day after another white blood cell count test had 
a lower survival (78.9%) than patients with either 

abnormally low (97.4%, P�0.001) or high (95.3%, 
P�0.001) white blood cell count values when it has 
been at least one year since the patient had another 
white blood cell count test (fig 3f). Doctors typically 
do not order a white blood cell count test for a patient 
on the weekend (fig 3c) or for a patient who just had a 
white blood cell count less than one day earlier (fig 3e), 
unless they believe the patient is sick.

Laboratory tests serve as biomarkers or proxies 
for complex biological processes that are difficult to 
measure directly. For example, after several days, blood 
cultures might confirm that a patient has a bacterial 
infection, but an elevated white blood cell count value 
is a much faster way to assess the patient’s state of 
health. It is the bacteria, not the elevated white blood 
cell count, which is the cause of the patient’s illness; 
and, if the physician had a way to instantly detect the 
bacteria, the white blood cell count test might not be 
necessary. However, in practice, the white blood cell 
count value is often the best information available. 
In a similar way, the healthcare process aspects of 
a white blood cell count test can be proxies for other 
processes within the healthcare system. For example, 
early morning tests are much more likely to be done 
in an inpatient setting than afternoon tests (fig  4a). 
Indeed, controlling for the clinical setting explains 
some, but not all, of the associations between hour of 
the day and survival (fig 4b). Countless other factors, 
such as the schedules of the clinics, doctors, nurses, 
phlebotomists, lab technicians, and patients might 
also be playing a role. The point is that the hour of the 
day of the white blood cell count test is not affecting 
the patient’s health, but it is a readily available variable 
that encapsulates a great deal of information about the 
patient’s interaction with the healthcare system.

Other laboratory tests
Table 1 shows that in the same way that abnormal 
values of different types of laboratory tests have 
different clinical significance, tests also vary to the 
degree and manner in which their healthcare process 
dimension can be used to predict outcomes.

For example, the presence of a laboratory test in a 
patient’s record, regardless of any other information 
about the test result, has a significant association with 
the odds ratio of death in 233 of 272 (86%) tests (see 
supplementary material fig S1 and tables S5 and S6), 
based on Bonferroni adjusted P�0.05 (P�0.000184) 
to account for multiple hypothesis testing. Of these, 
the odds ratio of death is greater than one (lower 
survival rates) for 211 tests, with blood gasses having 
some of the highest odds ratios. However, 22 tests 
are associated with odds ratios less than one (higher 
survival rates), such as tests typically ordered during 
routine checkups at the two hospitals, including lipids 
(eg, low density lipoprotein, high density lipoprotein, 
etc) and prostate specific antigen.

Table 2 summarizes the results of the predictive 
models. Table S7 in the supplementary material 
provides details for each of the 272 tests. As an 
example, models for three year survival based on 
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two consecutive tests were constructed for 210 
tests. White blood cell is one of 127 (60%) tests 
where including both patient pathophysiology and 
healthcare process variables in the models is better 
than patient pathophysiology or healthcare process 
alone. Folate and triglycerides are examples of the 
21 (10%) tests where healthcare process alone is 
better. Fibrinogen and testosterone are among the 26 
(12%) tests where patient pathophysiology alone is 
better. For the remaining 36 (17%) tests, neither the 
patient pathophysiology nor the healthcare process 
variables improve a model based only on ASR. Overall, 
in the 174 tests where patient pathophysiology or 
healthcare process, or both variables improved the 
ASR model, healthcare process is better than patient 
pathophysiology in 118 (68%) tests. The time interval 
between consecutive tests is the single most predictive 
variable for 76 of 210 (36%) tests, followed by the 
value of the test result in 56 (27%) tests, and the hour 
of the day in 47 (22%) tests.

In a separate analysis described in the 
supplementary materials, we repeated the 
experiments using 30 day readmission as the outcome 
measure, rather than three year survival, and found 
similar results. For example, in the two-test models, 
the healthcare process variables are better than 
patient pathophysiology in 56 of 70 (80%) tests, 
with the hour of the day the best single variable in 
46 of 107 (43%) tests, followed by the value of the 
test result in 16 (15%) tests, and the time interval 
between consecutive tests in 11 (10%) of tests (see 
supplementary materials, table S3 and S4).

Discussion
The speed by which technology is making Big Data 
available to biomedical researchers is outpacing the 
development of new analytical techniques to analyze 
these data and to understand the implicit processes that 
lead to their generation. Investigators are often unaware 
of the complexities of working with observational data 
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two consecutive tests were constructed for 210 
tests. White blood cell is one of 127 (60%) tests 
where including both patient pathophysiology and 
healthcare process variables in the models is better 
than patient pathophysiology or healthcare process 
alone. Folate and triglycerides are examples of the 
21 (10%) tests where healthcare process alone is 
better. Fibrinogen and testosterone are among the 26 
(12%) tests where patient pathophysiology alone is 
better. For the remaining 36 (17%) tests, neither the 
patient pathophysiology nor the healthcare process 
variables improve a model based only on ASR. Overall, 
in the 174 tests where patient pathophysiology or 
healthcare process, or both variables improved the 
ASR model, healthcare process is better than patient 
pathophysiology in 118 (68%) tests. The time interval 
between consecutive tests is the single most predictive 
variable for 76 of 210 (36%) tests, followed by the 
value of the test result in 56 (27%) tests, and the hour 
of the day in 47 (22%) tests.

In a separate analysis described in the 
supplementary materials, we repeated the 
experiments using 30 day readmission as the outcome 
measure, rather than three year survival, and found 
similar results. For example, in the two-test models, 
the healthcare process variables are better than 
patient pathophysiology in 56 of 70 (80%) tests, 
with the hour of the day the best single variable in 
46 of 107 (43%) tests, followed by the value of the 
test result in 16 (15%) tests, and the time interval 
between consecutive tests in 11 (10%) of tests (see 
supplementary materials, table S3 and S4).

Discussion
The speed by which technology is making Big Data 
available to biomedical researchers is outpacing the 
development of new analytical techniques to analyze 
these data and to understand the implicit processes that 
lead to their generation. Investigators are often unaware 
of the complexities of working with observational data 
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Once sequenced, a cancer tumor 
can have thousands of genetic 
mutations. But the challenge is 
distinguishing the mutations that 
contribute to tumor growth 
(drivers) from the neutral 
mutations (passengers).

Currently this interpretation of genetic 
mutations is being done manually. This is a 
very time-consuming task where a clinical 
pathologist has to manually review and classify 
every single genetic mutation based on 
evidence from text-based clinical literature.

For this competition MSKCC is 
making available an expert-
annotated knowledge base where 
world-class researchers and 
oncologists have manually
annotated thousands of mutations.

The goal of this competition is to develop a 
Machine Learning algorithm that, using this 
knowledge base as a baseline, automatically
classifies genetic variations.

https://www.kaggle.com/c/msk-redefining-cancer-treatmenthttps://www.mskcc.org/news/msk-advances-its-ai-machine-learning-nips-2017

Zhang, Xi, Dandi Chen, Yongjun Zhu, Chao Che, Chang Su, Sendong Zhao, Xu Min, and Fei Wang. "Multi-view ensemble classification for clinically actionable genetic 
mutations." In The NIPS'17 Competition: Building Intelligent Systems, pp. 79-99. Springer, Cham, 2018.

https://www.mskcc.org/news/msk-advances-its-ai-machine-learning-nips-2017
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the solution to a problem is underspecified if 
there are many distinct solutions that solve 
the problem equivalently 
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classification as output. The image-to-classification approach
in one classifier replaces the multiple steps of previous image
analysis methods.
One method of addressing a lack of data in a given domain is

to leverage data from a similar domain, a technique known as
transfer learning. Transfer learning has proven to be a highly
effective technique, particularly when faced with domains with
limited data (Donahue et al., 2013; Razavian et al., 2014; Yosinski
et al., 2014). Rather than training a completely blank network, by
using a feed-forward approach to fix the weights in the lower
levels already optimized to recognize the structures found in
images in general and retraining the weights of the upper levels
with back propagation, the model can recognize the distinguish-
ing features of a specific category of images, such as images
of the eye, much faster and with significantly fewer training ex-
amples and less computational power (Figure 1).
In this study, we sought to develop an effective transfer

learning algorithm to process medical images to provide an ac-
curate and timely diagnosis of key pathology in each image. The
primary illustration of this technique involved optical coherence

Figure 1. Schematic of a Convolutional Neu-
ral Network
Schematic depicting how a convolutional neural

network trained on the ImageNet dataset of 1,000

categories can be adapted to significantly increase

the accuracy and shorten the training duration of a

network trained on a novel dataset of OCT images.

The locally connected (convolutional) layers are

frozen and transferred into a new network, while

the final, fully connected layers are recreated and

retrained from random initialization on top of the

transferred layers.

tomography (OCT) images of the retina,
but the algorithm was also tested in a
cohort of pediatric chest radiographs to
validate the generalizability of this tech-
nique across multiple imaging modalities.

RESULTS

The primary application of our transfer
learning algorithm was in the diagnosis
of retinal OCT images. Spectral-domain
OCT uses light to capture high-resolution
in vivo optical cross sections of the retina
that can be assembled into three-dimen-
sional-volume images of living retinal
tissue. It has become one of the most
commonly performed medical imaging
procedures, with approximately 30million
OCT scans performed each year world-
wide (Swanson and Fujimoto, 2017).
OCT imaging is now a standard of care
for guiding the diagnosis and treatment
of some of the leading causes of
blindness worldwide: age-related macu-

lar degeneration (AMD) and diabetic macular edema. Almost
10 million individuals suffer from AMD in the United States, and
each year, more than 200,000 people develop choroidal neovas-
cularization, a severe blinding form of advanced AMD (Ferrara,
2010; Friedman et al., 2004; Wong et al., 2014). In addition,
nearly 750,000 individuals aged 40 or older suffer from diabetic
macular edema (Varma et al., 2014), a vision-threatening form
of diabetic retinopathy that involves the accumulation of fluid
in the central retina. The prevalence of these diseases will likely
increase even further over time due to the aging population and
the global diabetes epidemic. Fortunately, the advent and wide-
spread utilization of anti-vascular endothelial growth factor (anti-
VEGF)medications has revolutionized the treatment of exudative
retinal diseases (Kaiser et al., 2007; Ferrara, 2010), allowing
patients to retain useful vision and quality of life. OCT is critical
to guiding the administration of anti-VEGF therapy by providing
a clear cross-sectional representation of the retinal pathology
in these conditions (Figure 2A), allowing visualization of individ-
ual retinal layers, which is impossible with clinical examination
by the human eye or by color fundus photography.

Cell 172, 1122–1131, February 22, 2018 1123

Kermany, Daniel S., Michael Goldbaum, Wenjia Cai, Carolina CS 
Valentim, Huiying Liang, Sally L. Baxter, Alex McKeown et al. 
"Identifying medical diagnoses and treatable diseases by image-
based deep learning." Cell 172, no. 5 (2018): 1122-1131.

Meta-Learning
Conference’17, July 2017, Washington, DC, USA Xi Zhang1, Andy Tang2, Hiroko Dodge3,4, Jiayu Zhou2, Fei Wang1

is comparable to the performance of well-trained dermatologists.
Similar strategies have also achieved good performance in other
medical problems with di�erent types of medical images [15, 19]. In
addition to computer vision, powerful natural language processing
models such as transformer [35] and BERT [9] with parameters
trained on general natural language data, have also been �ne-tuned
to analyze unstructured medical data [24]. Because these models
are pre-trained on general data, they can only encode some general
knowledge, which is not speci�c to medical problems. Moreover,
such models are only available with certain complicated architec-
tures with a huge amount of general training data. It is di�cult
to judge how and why such mechanism will be e�ective in which
clinical scenarios.

In this paper, we propose MetaPred, a meta-learning framework
for low-resource predictive modeling with patient EHRs. Meta-
learning [36] is a recent trend in machine learning aiming at learn-
ing to learn. By low-resource we mean we only have limited patient
EHRs for the target clinical risk, which is not enough to train a
good predictor by themselves. For this scenario, we develop a model
agnostic gradient descent framework to train a meta-learner on a
set of prediction tasks where the target clinical risks are highly rele-
vant. For these tasks, we choose one of them as the simulated target
task and the rest as source tasks. The parameters of the predictive
model will be updated through a step-by-step sequential optimiza-
tion process. In each step, an episode of data will be sampled from
the source and simulated target tasks to support the updating on
model parameters. To compensate the optimization-level transfer-
able parameter learning, a novel objective-level domain adaptation
is taken into account. We validate the e�ectiveness of MetaPred on
a large-scale real-world patient EHR corpus with a set of cognition
related disorders as the clinical risks to be predicted, and Convo-
lutional Neural Networks (CNN) and Long-Short Term Memory
(LSTM) are adopted as the predictors because of their popularity in
EHR based analysis. We also demonstrate that if we use the limited
patient EHR in the target domain to �ne-tune the predictive model
learned from MetaPred, the prediction performance can be further
improved.

The rest of the paper is organized as follows: the problem setup
that introduces existing meta-learning methods brie�y is presented
in Section 2; the proposed framework MetaPred is introduced in
Section 3; experimental results are shown in Section 4 and conclu-
sion reaches at Section 5.

2 PROBLEM SETUP
Meta-learning, also know as learning to learn [22], aims to solve
a learning problem in the target task by leveraging the learning
experience from a set of related tasks. This learning scheme can
learn new concepts or skills fast with just a few training examples.
Meta-learning algorithms have been recently explored on a series of
topics including few-shot learning [27, 28], reinforcement learning
[10, 12] and imitation learning [13, 40]. They have also gained
successes in applications such as robotic [6, 13, 40] and neural
machine translation [14]. However, the application of meta-learning
in medicine has rarely been explored, despite the fact that most of
the medical problems are resource-limited as we mentioned in the
introduction.

Figure 1: Illustration of the proposed learning procedure. In
this example, our goal is to predict Alzheimer’s disease with
few labeled patients, which give rise to a low-resource clas-
si�cation. The idea is to employ labeled patients from high-
resource domains and design a learning to transfer frame-
work with sources and a simulated target in meta-learning.

In order to introduce our framework, we provide a graphical
illustration in Figure 1. Suppose the target task is the prediction of
the onset risk of Alzheimer’s Disease where we do not have enough
training patient samples, and we want to transfer knowledge from
other related disease domains with su�cient labels such as Mild
Cognitive Impairment (MCI) or Dementia. However, traditional
transfer learning would be also constrained by the small number
of training samples, especially for those with complicated neural
networks. Consequently, we take advantage of meta-learning by
setting a simulated target domain for learning to transfer. Though
applying meta-learning settings on the top of low-resource medical
records for disease prediction seems intuitive, how to set up the
problem is crucial.

More formally, we consider multiple related disease conditions as
the set of source domainsS1, · · · ,SK and a target domain T 0. This
leads to K + 1 domains in total. In each domain, we can construct
a training data set including the EHRs of both case (positive) and
control (negative) patients. We use the data collection {(X, y)}i , i =
0, 1, · · · ,K to denote the features and labels of the patients in these
K+1 domains. Our goal is to learn a predictivemodel f for the target
domain T 0. In the following we use � to denote the parameters
of f . Because only a limited number of samples are available in
T 0, we hope to leverage the data from those source domains, i.e.,
f = (DS ,X;�), where DS denotes the collection of data samples
in the source domains. From the perspective of domain adaptation
[26], the problem can be reduced to the design and optimization of
model f in an appropriate form of DS .

In this section we will mainly introduce how to utilize the source
domain data DS in our MetaPred framework. The details on the
design of f will be introduced in the next section. In general, su-
pervised meta-learning provides models trained by data episodes
{Di } which is composed of multiple samples. Each Di is usually
split into two parts according to their labels. We further refer to
the domain where the testing data are from the simulated target

Zhang X, Tang F, Dodge H, Zhou J, Wang F,. MetaPred: Meta-Learning for Clinical Risk Prediction with Limited Patient Electronic Health Records. 
In Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD) 2019. ACM.

Zhang, Xi Sheryl, Fengyi Tang, Hiroko H. Dodge, Jiayu Zhou, and Fei Wang. "Metapred: Meta-learning 
for clinical risk prediction with limited patient electronic health records." In Proceedings of the 25th ACM 
SIGKDD International Conference on Knowledge Discovery & Data Mining, pp. 2487-2495. 2019.
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At last, we discuss the main opportunities and open questions for future applications
in healthcare.

Difference with Existing Reviews There has been a few review articles on federated
learning recently. For example, Yang et al. [109] wrote the early federated learning
survey summarizing the general privacy-preserving techniques that can be applied
to federated learning. Some researchers surveyed sub-problems of federated learn-
ing, e.g., personalization techniques [59], semi-supervised learning algorithms [49],
threat models [68], and mobile edge networks [66]. Kairouz et al. [51] discussed
recent advances and presented an extensive collection of open problems and chal-
lenges. Li et al. [63] conducted the review on federated learning from a system
viewpoint. Different from those reviews, this paper provided the potential of feder-
ated learning to be applied in healthcare. We summarized the general solution to the
challenges in federated learning scenario and surveyed a set of representative feder-
ated learning methods for healthcare. In the last part of this review, we outlined some
directions or open questions in federated learning for healthcare. An early version of
this paper is available on arXiv [107].

2 Federated Learning

Federated learning is a problem of training a high-quality shared global model with
a central server from decentralized data scattered among large number of different
clients (Fig. 1). Mathematically, assume there are K activated clients where the data
reside in (a client could be a mobile phone, a wearable device, or a clinical institution
data warehouse, etc.). LetDk denote the data distribution associated with client k and

Fig. 1 Schematic of the federated learning framework. The model is trained in a distributed manner: the
institutions periodically communicate the local updates with a central server to learn a global model; the
central server aggregates the updates and sends back the parameters of the updated global model

Xu, Jie, Benjamin S. Glicksberg, Chang Su, Peter Walker, Jiang Bian, and Fei Wang. "Federated learning for healthcare informatics." Journal of Healthcare Informatics 
Research (2020): 1-19.
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Joon Kwon, Anthony Costa, Shan Zhao, Riccardo Miotto, Alexander W Charney, Erwin Böttinger, Zahi A Fayad, Girish N Nadkarni, Fei Wang, Benjamin S Glicksberg. “Federated learning of 
electronic health records improves mortality prediction in patients hospitalized with covid-19.” JMIR Medical Informatics (2021).
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Fig. 1. Memory-base Graph Convolutional Network for metric learning of brain connectivity graphs with clinical records.

where wij denotes the edge weights between vertex i and
vertex j, Ni and Nj denote the neighbors for i and j
respectively. In practice, we set G as a 10-Nearest Neighbor
graph. Therefore, the spatial information of ROI is formulated
into our model in terms of the graph structure.
ChebNet

With the constructed graph G, its graph Laplacian matrix
� can be obtained. Now our goal is to learn a high-level
representation for each image acquisition by feeding its input
signal x as well as the shared � into the neural network.
From the general sense, it can capture the local traits of each
individual brain images and the global traits of the population
of subjects.

To address the issues of localization and computational
efficiency for convolution filters on graphs, ChebNet exploited
a series of polynomial filters represented in the Chebyshev
basis,

g✓(�) =
r�1X

p=0

✓pTp(�̃) =
r�1X

p=0

✓p�Tp(⇤̃)�T (3)

where �̃ = 2��1
n � � I is the rescaled Laplacian which

leads to its eigenvalues ⇤̃ = 2��1
n ⇤ � I in the interval

[�1, 1]. ✓ is the r-dimensional vector Chebyshev coefficients
parameterizing the filters. And Tp(�̃) = 2�Tj�1(�)�Tj�2(�)
defines the Chebyshev polynomial in a recursive manner with
T0(�) = 1 and T1(�) = �.

To explicitly express filter learning of the graph convolution,
without loss of generality, let kl denote the index of feature
map in layer l, the kl+1-th feature map in its layer of sample
m is given by

ym,kl+1 =
finX

kl=1

g✓kl,l+1 (L)ym,kl 2 Rn (4)

yielding fin⇥fout vectors of trainable Chebyshev coefficients
✓kl,l+1 2 Rr. In detail, ym,kl denotes the feature maps of

the l-th layer. For the input layer, ym,kl can be simply set
as xm,i, i = 1, · · · , n, which is the i-th row vector of the
n ⇥ n brain connectivity matrix. Given a sample x 2 Rn⇥n,
its output of graph convolution can be collected into a feature
matrix y = (y1,y2, · · · ,yfout) 2 Rn⇥fout , where each row
represents the learned high-level feature vector of a ROI.

C. Memory Augmentation

The key contribution of MemGCN is incorporating sequen-
tial records into the representation learning of brain connec-
tivity in terms of memories. Our model is proposed based on
Memory Networks [18], [26] which has a variety of successful
uses in natural language processing tasks [27]–[29] including
complex reasoning or question answering. When we define a
memory, it could be viewed as an array of slots that can encode
both long-term and short-term context. By pushing the clinical
sequences into the memories, the continuous representations
of this external information are processed with brain graphs
together so that a more comprehensive diagnosis could be
made. Inspired by the observation, the memory-augmented
graph convolution are designed.

We start by introducing the MemGCN in the single hop
operation, and then show the architecture of stacked hops in
multiple steps. Concretely, the memory augmentation can be
divided into two procedures: reading and retrieving(see Fig. 1).
Clinical Sequences Reading

Suppose there is a discrete input clinical sequences sj , j =
1, · · · , t, where j is the index of a clinical record extracted
from the certain timestamp. In memory network, it needs to
be transformed as continuous vectors zj , j = 1, · · · , t and
stored into the memory. We use a fixed number of timestamps
t to define the memory size. The dimension of the continuous
space is denoted as d while the dimension of the original
clinical features is denoted as D. To embed the sequential
vectors s1, · · · st, a d⇥D embedding matrix A is used. That

Zhang, Xi, Jingyuan Chou, and Fei Wang. "Integrative analysis of patient health records and neuroimages via memory-based graph convolutional network." In 2018 IEEE International 
Conference on Data Mining (ICDM), pp. 767-776. IEEE, 2018.
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Abstract

The dominant sequence transduction models are based on complex recurrent or
convolutional neural networks that include an encoder and a decoder. The best
performing models also connect the encoder and decoder through an attention
mechanism. We propose a new simple network architecture, the Transformer,
based solely on attention mechanisms, dispensing with recurrence and convolutions
entirely. Experiments on two machine translation tasks show these models to
be superior in quality while being more parallelizable and requiring significantly
less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-
to-German translation task, improving over the existing best results, including
ensembles, by over 2 BLEU. On the WMT 2014 English-to-French translation task,
our model establishes a new single-model state-of-the-art BLEU score of 41.8 after
training for 3.5 days on eight GPUs, a small fraction of the training costs of the
best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with
large and limited training data.

1 Introduction

Recurrent neural networks, long short-term memory [13] and gated recurrent [7] neural networks
in particular, have been firmly established as state of the art approaches in sequence modeling and

⇤Equal contribution. Listing order is random. Jakob proposed replacing RNNs with self-attention and started
the effort to evaluate this idea. Ashish, with Illia, designed and implemented the first Transformer models and
has been crucially involved in every aspect of this work. Noam proposed scaled dot-product attention, multi-head
attention and the parameter-free position representation and became the other person involved in nearly every
detail. Niki designed, implemented, tuned and evaluated countless model variants in our original codebase and
tensor2tensor. Llion also experimented with novel model variants, was responsible for our initial codebase, and
efficient inference and visualizations. Lukasz and Aidan spent countless long days designing various parts of and
implementing tensor2tensor, replacing our earlier codebase, greatly improving results and massively accelerating
our research.

†Work performed while at Google Brain.
‡Work performed while at Google Research.

31st Conference on Neural Information Processing Systems (NIPS 2017), Long Beach, CA, USA.
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Abstract

Attention mechanisms have seen wide adop-
tion in neural NLP models. In addition to
improving predictive performance, these are
often touted as affording transparency: mod-
els equipped with attention provide a distribu-
tion over attended-to input units, and this is
often presented (at least implicitly) as com-
municating the relative importance of inputs.
However, it is unclear what relationship ex-
ists between attention weights and model out-
puts. In this work we perform extensive exper-
iments across a variety of NLP tasks that aim
to assess the degree to which attention weights
provide meaningful “explanations" for predic-
tions. We find that they largely do not. For
example, learned attention weights are fre-
quently uncorrelated with gradient-based mea-
sures of feature importance, and one can iden-
tify very different attention distributions that
nonetheless yield equivalent predictions. Our
findings show that standard attention mod-
ules do not provide meaningful explanations
and should not be treated as though they do.
Code to reproduce all experiments is avail-
able at https://github.com/successar/
AttentionExplanation.

1 Introduction and Motivation

Attention mechanisms (Bahdanau et al., 2014) in-
duce conditional distributions over input units to
compose a weighted context vector for down-
stream modules. These are now a near-ubiquitous
component of neural NLP architectures. Attention
weights are often claimed (implicitly or explic-
itly) to afford insights into the “inner-workings”
of models: for a given output one can inspect the
inputs to which the model assigned large attention
weights. Li et al. (2016) summarized this com-
monly held view in NLP: “Attention provides an
important way to explain the workings of neural
models". Indeed, claims that attention provides

after 15 minutes watching the 
movie i was asking myself what to 
do leave the theater sleep or try 
to keep watching the movie to 
see if there was anything worth i 
finally watched the movie what a 
waste of time maybe i am not a 5 
years old kid anymore

original adversarial

after 15 minutes watching the 
movie i was asking myself what to 
do leave the theater sleep or try 
to keep watching the movie to 
see if there was anything worth i 
finally watched the movie what a 
waste of time maybe i am not a 5 
years old kid anymore

f(x|↵, ✓) = 0.01 f(x|↵̃, ✓) = 0.01

↵ ↵̃

Figure 1: Heatmap of attention weights induced over
a negative movie review. We show observed model at-
tention (left) and an adversarially constructed set of at-
tention weights (right). Despite being quite dissimilar,
these both yield effectively the same prediction (0.01).

interpretability are common in the literature, e.g.,
(Xu et al., 2015; Choi et al., 2016; Lei et al., 2017;
Martins and Astudillo, 2016; Xie et al., 2017; Mul-
lenbach et al., 2018).1

Implicit in this is the assumption that the inputs
(e.g., words) accorded high attention weights are
responsible for model outputs. But as far as we
are aware, this assumption has not been formally
evaluated. Here we empirically investigate the re-
lationship between attention weights, inputs, and
outputs.

Assuming attention provides a faithful expla-
nation for model predictions, we might expect
the following properties to hold. (i) Attention
weights should correlate with feature importance
measures (e.g., gradient-based measures); (ii) Al-
ternative (or counterfactual) attention weight con-
figurations ought to yield corresponding changes
in prediction (and if they do not then are equally
plausible as explanations). We report that neither
property is consistently observed by a BiLSTM
with a standard attention mechanism in the context
of text classification, question answering (QA),
and Natural Language Inference (NLI) tasks.

1We do not intend to single out any particular work; in-
deed one of the authors has himself presented (supervised)
attention as providing interpretability (Zhang et al., 2016).
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Abstract

Attention mechanisms play a central role in
NLP systems, especially within recurrent neu-
ral network (RNN) models. Recently, there
has been increasing interest in whether or
not the intermediate representations offered by
these modules may be used to explain the rea-
soning for a model’s prediction, and conse-
quently reach insights regarding the model’s
decision-making process. A recent paper
claims that ‘Attention is not Explanation’ (Jain
and Wallace, 2019). We challenge many of
the assumptions underlying this work, argu-
ing that such a claim depends on one’s defi-
nition of explanation, and that testing it needs
to take into account all elements of the model.
We propose four alternative tests to determine
when/whether attention can be used as ex-
planation: a simple uniform-weights baseline;
a variance calibration based on multiple ran-
dom seed runs; a diagnostic framework using
frozen weights from pretrained models; and an
end-to-end adversarial attention training pro-
tocol. Each allows for meaningful interpreta-
tion of attention mechanisms in RNN models.
We show that even when reliable adversarial
distributions can be found, they don’t perform
well on the simple diagnostic, indicating that
prior work does not disprove the usefulness of
attention mechanisms for explainability.

1 Introduction

Attention mechanisms (Bahdanau et al., 2014) are
nowadays ubiquitous in NLP, and their suitabil-
ity for providing explanations for model predic-
tions is a topic of high interest (Xu et al., 2015;
Rocktäschel et al., 2015; Mullenbach et al., 2018;
Thorne et al., 2019; Serrano and Smith, 2019).
If they indeed offer such insights, many applica-
tion areas would benefit by better understanding
the internals of neural models that use attention

⇤Equal contributions.

as a means for, e.g., model debugging or architec-
ture selection. A recent paper (Jain and Wallace,
2019) points to possible pitfalls that may cause re-
searchers to misapply attention scores as explana-
tions of model behavior, based on a premise that
explainable attention distributions should be con-

sistent with other feature-importance measures as
well as exclusive given a prediction.1 Its core ar-
gument, which we elaborate in §2, is that if al-
ternative attention distributions exist that produce
similar results to those obtained by the original
model, then the original model’s attention scores
cannot be reliably used to “faithfully” explain the
model’s prediction. Empirically, the authors show
that achieving such alternative distributions is easy
for a large sample of English-language datasets.

We contend (§2.1) that while Jain and Wal-
lace ask an important question, and raise a gen-
uine concern regarding potential misuse of atten-
tion weights in explaining model decisions on
English-language datasets, some key assumptions
used in their experimental design leave an implau-
sibly large amount of freedom in the setup, ulti-
mately leaving practitioners without an applicable
way for measuring the utility of attention distribu-
tions in specific settings.

We apply a more model-driven approach to
this question, beginning (§3.2) with testing atten-
tion modules’ contribution to a model by ap-
plying a simple baseline where attention weights
are frozen to a uniform distribution. We demon-
strate that for some datasets, a frozen attention
distribution performs just as well as learned at-
tention weights, concluding that randomly- or
adversarially-perturbed distributions are not ev-

1A preliminary version of our theoretical argumentation
was published as a blog post on Medium at http://bit.
ly/2OTzU4r. Following the ensuing online discussion, the
authors uploaded a post-conference version of the paper to
arXiv (V3) which addresses some of the issues in the post.
We henceforth refer to this later version.
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Abstract

Attention-based methods have played an important role in model interpretations,
where the calculated attention weights are expected to highlight the critical parts
of inputs (e.g., keywords in sentences). However, recent research points out that
attention-as-importance interpretations often do not work as well as we expect. For
example, learned attention weights sometimes highlight less meaningful tokens like
“[SEP]”, “,”, and “.”, and are frequently uncorrelated with other feature impor-
tance indicators like gradient-based measures. Finally, a debate on the effectiveness
of attention-based interpretations has been raised. In this paper, we reveal that
one root cause of this phenomenon can be ascribed to the combinatorial shortcuts,
which stands for that in addition to the highlighted parts, the attention weights
themselves may carry extra information which could be utilized by downstream
models of attention layers. As a result, the attention weights are no longer pure
importance indicators. We theoretically analyze the combinatorial shortcuts, design
one intuitive experiment to demonstrate their existence, and propose two methods
to mitigate this issue. Empirical studies on attention-based interpretation models
are conducted, and the results show that the proposed methods can effectively
improve the interpretability of attention mechanisms on a variety of datasets.

1 Introduction

Interpretation for machine learning models has increasingly gained interest and becomes a necessity
as the industry rapidly embraces machine learning technologies. Model interpretation explains
how models make decisions, which is particularly essential in mission-critical domains where the
accountability and transparency of the decision-making process are crucial, such as medicine [31],
security [4], and criminal justice [17].

Attention mechanisms have played an important role in model interpretations and have been widely
adopted for interpreting neural networks [29] and other black-box models [5]. In this paper, similar
to Vaswani et al. [29], we assume that we have the query Q and the key-value pairs hK,V i, then
attention mechanisms work in the following way,

Attention(Q,K, V ) = Mask(Q,K)� V 2,

where Mask(·, ·) maps the query and keys to the attention weights (denoted as masks in this paper),
and then the masks filter the information of V . Intuitively, the masks are expected to represent the
importance of different parts of V (e.g., words of a sentence, pixels of an image) and highlight those

⇤Equal contributions from both authors. Dr. Liang participated in this work when he was at Tencent.
2Oftentimes a sum pooling operator is applied after the Hadamard product operator to obtain a single

fixed-length representation. However, sometimes models other than simple pooling are applied [3, 5, 43]. So we
use the most general form here.

Preprint. Under review.
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Abstract

This paper examines the stability of learned explanations for black-box predictions
via model distillation with decision trees. One approach to intelligibility in machine
learning is to use an understandable “student” model to mimic the output of an accurate
“teacher”. Here, we consider the use of regression trees as a student model, in which
nodes of the tree can be used as “explanations” for particular predictions, and the whole
structure of the tree can be used as a global representation of the resulting function.

However, individual trees are sensitive to the particular data sets used to train
them, and an interpretation of a student model may be suspect if small changes in
the training data have a large e↵ect on it. In this context, access to outcomes from
a teacher helps to stabilize the greedy splitting strategy by generating a much larger
corpus of training examples than was originally available. We develop tests to ensure
that enough examples are generated at each split so that the same splitting rule would
be chosen with high probability were the tree to be re-trained. Further, we develop
a stopping rule to indicate how deep the tree should be built based on recent results
on the variability of Random Forests when these are used as the teacher. We provide
concrete examples of these procedures on the CAD-MDD and COMPAS data sets.

1 Introduction

This paper examines the use of regression trees for model distillation. While Machine
Learning has traditionally focused on predictive performance, there has been considerable
recent interest in “X-raying the black box”: finding methods to make the ways in which
neural networks, Random Forests and other predictive models arrive at their predictions
understandable to humans. This problem can be approached by creating summaries of
these models such as variable importance scores (Breiman, 2001), partial dependence or
ICE plots (Friedman, 2001; Goldstein et al., 2013), saliency maps (Simonyan et al., 2013)
and other local explanations (Ribeiro et al., 2016). It can also be approached by developing
intelligible “student” models which mimic the predictions of the original ”teacher” black
box: a strategy encompassed by the term model distillation. Within model distillation,
common student models are generalized additive models (GAMS: see Lou et al. (2012);
Tan et al. (2017), Hooker (2007) provides a link between these and PDPs) and decision
trees Breiman et al. (1984); Quinlan (1987), which are our focus. Decision trees have an
intelligible graphical representation and can automatically fit complex high-dimensional
functions, both of which make them appealing as student models. They have been used to
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62https://www.caranddriver.com/news/a15340148/researchers-find-a-malicious-way-to-meddle-with-autonomous-cars/

https://www.caranddriver.com/news/a15340148/researchers-find-a-malicious-way-to-
meddle-with-autonomous-cars/

Adversarial machine learning is a 
technique employed in the field of 
machine learning which attempts to fool 
models through malicious input. This 
technique can be applied for a variety of 
reasons, the most common being to 
attack or cause a malfunction in 
standard machine learning models.

https://arxiv.org/abs/1412.6572
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case of structured data such as billing codes, 

adversarial techniques could be used to au-

tomate the discovery of code combinations 

that maximize reimbursement or minimize 

the probability of claims rejection.

Because adversarial attacks have been 

demonstrated for virtually every class of ma-

chine-learning algorithms ever studied, from 

simple and readily interpretable methods 

such as logistic regression to more compli-

cated methods such as deep neural networks 

(1), this is not a problem specific to medicine, 

and every domain of machine-learning ap-

plication will need to contend with it. Re-

searchers have sought to develop algorithms 

that are resilient to adversarial attacks, such 

as by training algorithms with exposure to 

adversarial examples or using clever data 

processing to mitigate potential tampering 

(1). Early efforts in this area are promising, 

and we hope that the pursuit of fully robust 

machine-learning models will catalyze the 

development of algorithms that learn to 

make decisions for consistently explainable 

and appropriate reasons. Nevertheless, cur-

rent general-use defensive techniques come 

at a material degeneration of accuracy, even 

if sometimes at improved explainability (10). 

Thus, the models that are both highly accu-

rate and robust to adversarial examples re-

main an open problem in computer science.

These challenges are compounded in the 

medical context. Medical information tech-

nology (IT) systems are notoriously difficult 

to update, so any new defenses could be diffi-

cult to roll out. In addition, the ground truth 

in medical diagnoses is often ambiguous, 

meaning that for many cases no individual 

human can definitively assign the true label 

between, say, “benign” and “cancerous” on a 

photograph of a mole. This could enable bad 

actors to selectively perturb borderline cases 

without easy means of review, consistently 

nudging scales in their direction.

EXISTING ADVERSARIAL BEHAVIOR
Cutting-edge adversarial attacks have yet to 

be found in the health care context, though 

less formalized adversarial practice is ex-

tremely common. This existing activity sug-

gests that incentives for more sophisticated 

adversarial attacks may already be in place. 

To illustrate existing behaviors, we look to 

the modern U.S. medical billing industry.

Medical claims codes determine reim-

bursement for a patient visit after they 

have been approved by a payer. To evaluate 

these claims, payers typically leverage au-

tomated fraud detectors, powered increas-

ingly by machine learning. Health care 

providers have long exerted influence on 

payers’ decisions (the algorithmic outputs) 

by shaping their records (and accompany-

ing codes) of patient visits (the inputs) (5).

At the extreme of this tactical shaping of 

a patient presentation is medical fraud, a 

$250 billion industry (11). Although some 

providers may submit overtly fictitious medi-

cal claims, misrepresentation of patient data 

often takes much more subtle forms. For ex-

ample, intentional upcoding is the practice 

of systematically submitting billing codes 

for services related to, but more expensive 

than, those that were actually performed. 

This practice is rampant and is just one of 

many questionable billing practices deployed 

in clinical practice. Some physicians, for ex-

ample, are inclined to report exaggerated an-

esthesia times to increase revenue (12).

In other circumstances, subtle billing 

code adjustments fall within a gray zone 

between fraud and well-intentioned best 

practices. In one striking example, the web-

site of the Endocrine Society recommends 

that providers do not bill for the Interna-

tional Classification of Diseases (ICD) code 

277.77 (metabolic syndrome) in patients 

with obesity, as this combination of code 

and condition is likely to result in a denial 

of coverage (13). Instead, the Society recom-

mends billing for codes corresponding to 

specific diseases that make up metabolic 

syndrome, such as hypertension. In other 

words, providers are not encouraged to 

add fraudulent claims but are encouraged 

to avoid adding a true claim that an insur-

ance company would be likely to reject in 

combination with another. This recommen-

dation is arguably motivated to serve the 

patients seeking coverage, not only the doc-

tors receiving reimbursement. However, it 

highlights both a moral gray zone and the 

type of strategy that providers might use 

to achieve the same end result as upcoding 

without ever committing overt fraud.

A GROWTH INDUSTRY
As the machine-learning tool kit used by 

insurance companies and their contrac-

tors continues to expand, the same dynam-

ics that favor creative billing practices in 

the present may expand to include more 

sophisticated adversarial attacks. Adver-

sarial methods could allow billing teams to 

scale up upcoding practices without getting 

flagged by fraud detectors. Many insurance 
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The patient has a history of 
back pain and chronic alcohol 

abuse and more recently has 
been seen in several...
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429.9 Heart disease, unspeci�ed
278.00 Obesity, unspeci�ed

401.0 Benign essential hypertension
272.0 Hypercholesterolemia
272.2 Hyperglyceridemia
429.9 Heart disease, unspeci�ed
278.00 Obesity, unspeci�ed

The patient has a history of 
lumbago and chronic alcohol 
dependence and more recently 
has been seen in several...

Dermatoscopic image of a benign 
melanocytic nevus, along with the 
diagnostic probability computed 
by a deep neural network.

Perturbation computed 
by a common adversarial 
attack technique.

See (7) for details.

Combined image of nevus and 
attack perturbation and the 
diagnostic probabilities from 
the same deep neural network.

Original image
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case of structured data such as billing codes, 

adversarial techniques could be used to au-

tomate the discovery of code combinations 

that maximize reimbursement or minimize 

the probability of claims rejection.

Because adversarial attacks have been 

demonstrated for virtually every class of ma-

chine-learning algorithms ever studied, from 

simple and readily interpretable methods 

such as logistic regression to more compli-

cated methods such as deep neural networks 

(1), this is not a problem specific to medicine, 

and every domain of machine-learning ap-

plication will need to contend with it. Re-

searchers have sought to develop algorithms 

that are resilient to adversarial attacks, such 

as by training algorithms with exposure to 

adversarial examples or using clever data 

processing to mitigate potential tampering 

(1). Early efforts in this area are promising, 

and we hope that the pursuit of fully robust 

machine-learning models will catalyze the 

development of algorithms that learn to 

make decisions for consistently explainable 

and appropriate reasons. Nevertheless, cur-

rent general-use defensive techniques come 

at a material degeneration of accuracy, even 

if sometimes at improved explainability (10). 

Thus, the models that are both highly accu-

rate and robust to adversarial examples re-

main an open problem in computer science.

These challenges are compounded in the 

medical context. Medical information tech-

nology (IT) systems are notoriously difficult 

to update, so any new defenses could be diffi-

cult to roll out. In addition, the ground truth 

in medical diagnoses is often ambiguous, 

meaning that for many cases no individual 

human can definitively assign the true label 

between, say, “benign” and “cancerous” on a 

photograph of a mole. This could enable bad 

actors to selectively perturb borderline cases 

without easy means of review, consistently 

nudging scales in their direction.

EXISTING ADVERSARIAL BEHAVIOR
Cutting-edge adversarial attacks have yet to 

be found in the health care context, though 

less formalized adversarial practice is ex-

tremely common. This existing activity sug-

gests that incentives for more sophisticated 

adversarial attacks may already be in place. 

To illustrate existing behaviors, we look to 

the modern U.S. medical billing industry.

Medical claims codes determine reim-

bursement for a patient visit after they 

have been approved by a payer. To evaluate 

these claims, payers typically leverage au-

tomated fraud detectors, powered increas-

ingly by machine learning. Health care 

providers have long exerted influence on 

payers’ decisions (the algorithmic outputs) 

by shaping their records (and accompany-

ing codes) of patient visits (the inputs) (5).

At the extreme of this tactical shaping of 

a patient presentation is medical fraud, a 

$250 billion industry (11). Although some 

providers may submit overtly fictitious medi-

cal claims, misrepresentation of patient data 

often takes much more subtle forms. For ex-

ample, intentional upcoding is the practice 

of systematically submitting billing codes 

for services related to, but more expensive 

than, those that were actually performed. 

This practice is rampant and is just one of 

many questionable billing practices deployed 

in clinical practice. Some physicians, for ex-

ample, are inclined to report exaggerated an-

esthesia times to increase revenue (12).

In other circumstances, subtle billing 

code adjustments fall within a gray zone 

between fraud and well-intentioned best 

practices. In one striking example, the web-

site of the Endocrine Society recommends 

that providers do not bill for the Interna-

tional Classification of Diseases (ICD) code 

277.77 (metabolic syndrome) in patients 

with obesity, as this combination of code 

and condition is likely to result in a denial 

of coverage (13). Instead, the Society recom-

mends billing for codes corresponding to 

specific diseases that make up metabolic 

syndrome, such as hypertension. In other 

words, providers are not encouraged to 

add fraudulent claims but are encouraged 

to avoid adding a true claim that an insur-

ance company would be likely to reject in 

combination with another. This recommen-

dation is arguably motivated to serve the 

patients seeking coverage, not only the doc-

tors receiving reimbursement. However, it 

highlights both a moral gray zone and the 

type of strategy that providers might use 

to achieve the same end result as upcoding 

without ever committing overt fraud.

A GROWTH INDUSTRY
As the machine-learning tool kit used by 

insurance companies and their contrac-

tors continues to expand, the same dynam-

ics that favor creative billing practices in 

the present may expand to include more 

sophisticated adversarial attacks. Adver-
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case of structured data such as billing codes, 

adversarial techniques could be used to au-

tomate the discovery of code combinations 

that maximize reimbursement or minimize 

the probability of claims rejection.

Because adversarial attacks have been 

demonstrated for virtually every class of ma-

chine-learning algorithms ever studied, from 

simple and readily interpretable methods 

such as logistic regression to more compli-

cated methods such as deep neural networks 

(1), this is not a problem specific to medicine, 

and every domain of machine-learning ap-

plication will need to contend with it. Re-

searchers have sought to develop algorithms 

that are resilient to adversarial attacks, such 

as by training algorithms with exposure to 

adversarial examples or using clever data 

processing to mitigate potential tampering 

(1). Early efforts in this area are promising, 

and we hope that the pursuit of fully robust 

machine-learning models will catalyze the 

development of algorithms that learn to 

make decisions for consistently explainable 

and appropriate reasons. Nevertheless, cur-

rent general-use defensive techniques come 

at a material degeneration of accuracy, even 

if sometimes at improved explainability (10). 

Thus, the models that are both highly accu-

rate and robust to adversarial examples re-

main an open problem in computer science.

These challenges are compounded in the 

medical context. Medical information tech-

nology (IT) systems are notoriously difficult 

to update, so any new defenses could be diffi-

cult to roll out. In addition, the ground truth 

in medical diagnoses is often ambiguous, 

meaning that for many cases no individual 

human can definitively assign the true label 

between, say, “benign” and “cancerous” on a 

photograph of a mole. This could enable bad 

actors to selectively perturb borderline cases 

without easy means of review, consistently 

nudging scales in their direction.

EXISTING ADVERSARIAL BEHAVIOR
Cutting-edge adversarial attacks have yet to 

be found in the health care context, though 

less formalized adversarial practice is ex-

tremely common. This existing activity sug-

gests that incentives for more sophisticated 

adversarial attacks may already be in place. 

To illustrate existing behaviors, we look to 

the modern U.S. medical billing industry.

Medical claims codes determine reim-

bursement for a patient visit after they 

have been approved by a payer. To evaluate 

these claims, payers typically leverage au-

tomated fraud detectors, powered increas-

ingly by machine learning. Health care 

providers have long exerted influence on 

payers’ decisions (the algorithmic outputs) 

by shaping their records (and accompany-

ing codes) of patient visits (the inputs) (5).

At the extreme of this tactical shaping of 

a patient presentation is medical fraud, a 

$250 billion industry (11). Although some 

providers may submit overtly fictitious medi-

cal claims, misrepresentation of patient data 

often takes much more subtle forms. For ex-

ample, intentional upcoding is the practice 

of systematically submitting billing codes 

for services related to, but more expensive 

than, those that were actually performed. 

This practice is rampant and is just one of 

many questionable billing practices deployed 

in clinical practice. Some physicians, for ex-

ample, are inclined to report exaggerated an-

esthesia times to increase revenue (12).

In other circumstances, subtle billing 

code adjustments fall within a gray zone 

between fraud and well-intentioned best 

practices. In one striking example, the web-

site of the Endocrine Society recommends 

that providers do not bill for the Interna-

tional Classification of Diseases (ICD) code 

277.77 (metabolic syndrome) in patients 

with obesity, as this combination of code 

and condition is likely to result in a denial 

of coverage (13). Instead, the Society recom-

mends billing for codes corresponding to 

specific diseases that make up metabolic 

syndrome, such as hypertension. In other 

words, providers are not encouraged to 

add fraudulent claims but are encouraged 

to avoid adding a true claim that an insur-

ance company would be likely to reject in 

combination with another. This recommen-

dation is arguably motivated to serve the 

patients seeking coverage, not only the doc-

tors receiving reimbursement. However, it 

highlights both a moral gray zone and the 

type of strategy that providers might use 

to achieve the same end result as upcoding 

without ever committing overt fraud.

A GROWTH INDUSTRY
As the machine-learning tool kit used by 

insurance companies and their contrac-

tors continues to expand, the same dynam-

ics that favor creative billing practices in 

the present may expand to include more 
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sarial methods could allow billing teams to 

scale up upcoding practices without getting 

flagged by fraud detectors. Many insurance 

Benign

Malignant

Model con�dence

Benign

Malignant

Model con�dence

The patient has a history of 
back pain and chronic alcohol 

abuse and more recently has 
been seen in several...

277.7 Metabolic syndrome
429.9 Heart disease, unspeci�ed
278.00 Obesity, unspeci�ed

401.0 Benign essential hypertension
272.0 Hypercholesterolemia
272.2 Hyperglyceridemia
429.9 Heart disease, unspeci�ed
278.00 Obesity, unspeci�ed

The patient has a history of 
lumbago and chronic alcohol 
dependence and more recently 
has been seen in several...

Dermatoscopic image of a benign 
melanocytic nevus, along with the 
diagnostic probability computed 
by a deep neural network.

Perturbation computed 
by a common adversarial 
attack technique.

See (7) for details.

Combined image of nevus and 
attack perturbation and the 
diagnostic probabilities from 
the same deep neural network.

Original image

Diagnosis: Benign Diagnosis: Malignant

Opioid abuse risk: High

Reimbursement: Denied Reimbursement: Approved

Opioid abuse risk: Low

Adversarial noise

Adversarial 
rotation (8)

Adversarial example

Adversarial 
text substitution (9)

Adversarial 
coding (13)

+ 0.04 � =

1288    22 MARCH 2019 • VOL 363 ISSUE 6433

The anatomy of an adversarial attack 
Demonstration of how adversarial attacks against various medical AI systems might be 
executed without requiring any overtly fraudulent misrepresentation of the data.

Published by AAAS

on O
ctober 27, 2019

 
http://science.sciencem

ag.org/
Downloaded from

 
INSIGHTS   |   POLICY FORUM

sciencemag.org  SCIENCE

C
R

E
D

IT
S

: 
�G

R
A

P
H

IC
� 

N
. 

C
A

R
Y

/
S
C
IE
N
C
E

; 
�P

H
O

T
O

S
� 

IS
IC

/
C

C
�0

case of structured data such as billing codes, 

adversarial techniques could be used to au-

tomate the discovery of code combinations 

that maximize reimbursement or minimize 

the probability of claims rejection.

Because adversarial attacks have been 

demonstrated for virtually every class of ma-

chine-learning algorithms ever studied, from 

simple and readily interpretable methods 

such as logistic regression to more compli-

cated methods such as deep neural networks 

(1), this is not a problem specific to medicine, 

and every domain of machine-learning ap-

plication will need to contend with it. Re-

searchers have sought to develop algorithms 

that are resilient to adversarial attacks, such 

as by training algorithms with exposure to 

adversarial examples or using clever data 

processing to mitigate potential tampering 

(1). Early efforts in this area are promising, 

and we hope that the pursuit of fully robust 

machine-learning models will catalyze the 

development of algorithms that learn to 

make decisions for consistently explainable 

and appropriate reasons. Nevertheless, cur-

rent general-use defensive techniques come 

at a material degeneration of accuracy, even 

if sometimes at improved explainability (10). 

Thus, the models that are both highly accu-

rate and robust to adversarial examples re-

main an open problem in computer science.

These challenges are compounded in the 

medical context. Medical information tech-

nology (IT) systems are notoriously difficult 

to update, so any new defenses could be diffi-

cult to roll out. In addition, the ground truth 

in medical diagnoses is often ambiguous, 

meaning that for many cases no individual 

human can definitively assign the true label 

between, say, “benign” and “cancerous” on a 

photograph of a mole. This could enable bad 

actors to selectively perturb borderline cases 

without easy means of review, consistently 

nudging scales in their direction.

EXISTING ADVERSARIAL BEHAVIOR
Cutting-edge adversarial attacks have yet to 

be found in the health care context, though 

less formalized adversarial practice is ex-

tremely common. This existing activity sug-

gests that incentives for more sophisticated 

adversarial attacks may already be in place. 

To illustrate existing behaviors, we look to 

the modern U.S. medical billing industry.

Medical claims codes determine reim-

bursement for a patient visit after they 

have been approved by a payer. To evaluate 

these claims, payers typically leverage au-

tomated fraud detectors, powered increas-

ingly by machine learning. Health care 

providers have long exerted influence on 

payers’ decisions (the algorithmic outputs) 

by shaping their records (and accompany-

ing codes) of patient visits (the inputs) (5).

At the extreme of this tactical shaping of 

a patient presentation is medical fraud, a 

$250 billion industry (11). Although some 

providers may submit overtly fictitious medi-

cal claims, misrepresentation of patient data 

often takes much more subtle forms. For ex-

ample, intentional upcoding is the practice 

of systematically submitting billing codes 

for services related to, but more expensive 

than, those that were actually performed. 

This practice is rampant and is just one of 

many questionable billing practices deployed 

in clinical practice. Some physicians, for ex-

ample, are inclined to report exaggerated an-

esthesia times to increase revenue (12).

In other circumstances, subtle billing 

code adjustments fall within a gray zone 

between fraud and well-intentioned best 

practices. In one striking example, the web-

site of the Endocrine Society recommends 

that providers do not bill for the Interna-

tional Classification of Diseases (ICD) code 

277.77 (metabolic syndrome) in patients 

with obesity, as this combination of code 

and condition is likely to result in a denial 

of coverage (13). Instead, the Society recom-

mends billing for codes corresponding to 

specific diseases that make up metabolic 

syndrome, such as hypertension. In other 

words, providers are not encouraged to 

add fraudulent claims but are encouraged 

to avoid adding a true claim that an insur-

ance company would be likely to reject in 

combination with another. This recommen-

dation is arguably motivated to serve the 

patients seeking coverage, not only the doc-

tors receiving reimbursement. However, it 

highlights both a moral gray zone and the 

type of strategy that providers might use 

to achieve the same end result as upcoding 

without ever committing overt fraud.

A GROWTH INDUSTRY
As the machine-learning tool kit used by 

insurance companies and their contrac-

tors continues to expand, the same dynam-

ics that favor creative billing practices in 

the present may expand to include more 

sophisticated adversarial attacks. Adver-

sarial methods could allow billing teams to 

scale up upcoding practices without getting 

flagged by fraud detectors. Many insurance 
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Adversarial Attack on EHR

Sun, Mengying, Fengyi Tang, Jinfeng Yi, Fei Wang, and Jiayu Zhou. "Identify Susceptible Locations in Medical Records via Adversarial Attacks on 
Deep Predictive Models." Proceedings of the 24th ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD) (2018).
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Sun, Mengying, Fengyi Tang, Jinfeng Yi, Fei Wang, and Jiayu Zhou. "Identify Susceptible Locations in Medical Records via Adversarial Attacks on 
Deep Predictive Models." Proceedings of the 24th ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD) (2018).
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of substantial disparities in program screening.
We quantify this by simulating a counterfactual
world with no gap in health conditional on
risk. Specifically, at some risk threshold a, we
identify the supramarginal White patient (i)
with Ri > a and compare this patient’s health
to that of the inframarginal Black patient ( j )
with Rj < a. IfHi >Hj , as measured by number
of chronic medical conditions, we replace the
(healthier, but supramarginal) White patient
with the (sicker, but inframarginal) Black patient.
We repeat this procedure until Hi = Hj, to
simulate an algorithm with no predictive gap
between Blacks and Whites. Fig. 1B shows the
results: At all risk thresholds a above the 50th
percentile, this procedure would increase the
fraction of Black patients. For example, at a =
97th percentile, among those auto-identified
for the program, the fraction of Black patients
would rise from 17.7 to 46.5%.
We then turn to amoremultidimensional pic-

ture of the complexity and severity of patients’
health status, as measured by biomarkers that
index the severity of the most common chro-
nic illnesses in our sample (as shown inTable 1).
This allows us to identify patients who might
derive a great deal of benefit from care man-
agement programs—e.g., patients with severe

diabetes who are at risk of catastrophic com-
plications if they do not lower their blood sugar
(18, 26). (The materials and methods section
describes several experiments to rule out a large
effect of the program on these health measures
in year t; had there been such an effect, we
could not easily use the measures to assess the
accuracy of the algorithm’s predictions onhealth,
because the program is allocated as a function
of algorithm score.) Across all of these impor-
tant markers of health needs—severity of diabe-
tes, highbloodpressure, renal failure, cholesterol,
and anemia—we find that Blacks are substan-
tially less healthy than Whites at any level of
algorithmpredictions, as shown in Fig. 2. Blacks
havemore-severe hypertension, diabetes, renal
failure, and anemia, and higher cholesterol.
Themagnitudes of these differences are large:
For example, differences in severity of hyper-
tension (systolic pressure: 5.7 mmHg) and
diabetes [glycated hemoglobin (HbA1c): 0.6%]
imply differences in all-causemortality of 7.6%
(27) and 30% (28), respectively, calculatedusing
data fromclinical trials and longitudinal studies.

Mechanism of bias

An unusual aspect of our dataset is that we
observe the algorithm’s inputs and outputs

as well as its objective function, providing us
a unique window into the mechanisms by
which bias arises. In our setting, the algorithm
takes in a large set of raw insurance claims
data Xi,t−1 (features) over the year t − 1: demo-
graphics (e.g., age, sex), insurance type, diag-
nosis and procedure codes, medications, and
detailed costs. Notably, the algorithm specifi-
cally excludes race.
The algorithm uses these data to predict Yi,t

(i.e., the label). In this instance, the algorithm
takes total medical expenditures (for simplic-
ity, we denote “costs” Ct) in year t as the label.
Thus, the algorithm’s prediction on health
needs is, in fact, a prediction on health costs.
As a first check on this potential mechanism

of bias, we calculate the distribution of real-
ized costs C versus predicted costs R. By this
metric, one could call the algorithm unbiased.
Fig. 3A shows that, at every level of algorithm-
predicted risk, Blacks andWhites have (rough-
ly) the same costs the following year. In other
words, the algorithm’s predictions are well cal-
ibrated across races. For example, at the med-
ian risk score, Black patients had costs of $5147
versus $4995 for Whites (U.S. dollars); in the
top 5% of algorithm-predicted risk, costs were
$35,541 for Blacks versus $34,059 for Whites.

Obermeyer et al., Science 366, 447–453 (2019) 25 October 2019 3 of 7
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Fig. 1. Number of chronic illnesses versus algorithm-predicted risk,
by race. (A) Mean number of chronic conditions by race, plotted against
algorithm risk score. (B) Fraction of Black patients at or above a given risk
score for the original algorithm (“original”) and for a simulated scenario
that removes algorithmic bias (“simulated”: at each threshold of risk, defined
at a given percentile on the x axis, healthier Whites above the threshold are

replaced with less healthy Blacks below the threshold, until the marginal patient
is equally healthy). The × symbols show risk percentiles by race; circles
show risk deciles with 95% confidence intervals clustered by patient. The
dashed vertical lines show the auto-identification threshold (the black
line, which denotes the 97th percentile) and the screening threshold (the gray
line, which denotes the 55th percentile).
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Abstract

Algorithmic fairness has received lots of interests in machine learning recently. In
this paper, we focus on the bipartite ranking scenario, where the instances come
from either the positive or negative class and the goal is to learn a ranking function
that ranks positive instances higher than negative ones. In an unfair setting, the
probabilities of ranking the positives higher than negatives are different across
different protected groups. We propose a general post-processing framework,
xOrder, for achieving fairness in bipartite ranking while maintaining the algorithm
classification performance. In particular, we optimize a weighted sum of the
utility and fairness by directly adjusting the relative ordering across groups. We
formulate this problem as identifying an optimal warping path across different
protected groups and solve it through a dynamic programming process. xOrder is
compatible with various classification models and applicable to a variety of ranking
fairness metrics. We evaluate our proposed algorithm on four benchmark data sets
and one real world patient electronic health record repository. The experimental
results show that our approach can achieve great balance between the algorithm
utility and ranking fairness. Our algorithm can also achieve robust performance
when training and testing ranking score distributions are significantly different.

1 Introduction

Machine learning algorithms have been widely applied in a variety of real world applications including
the high-stakes scenarios such as loan approvals, criminal justice, healthcare, etc. An increasing
concern is whether these algorithms make fair decisions in these cases. For example, ProPublica
reported that an algorithm used across US for predicting a defendant’s risk of future crime produced
higher scores to African-Americans than Caucasians on average [1]. This stimulates lots of research
on improving the fairness of the decisions made by machine learning algorithms.

Existing works on fairness in machine learning have mostly focused on the disparate impacts of binary
decisions informed by algorithms with respect to different groups formed from the protected variables
(e.g., gender or race). Demographic parity requires the classification results to be independent of
the group memberships. Equalized odds [15] seeks for equal false positive and negative rates across
different groups. Accuracy parity [35] needs equalized error rates across different groups.
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