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Human-Centric Machine Learning

How to enable interpretable How to enable automated
and Interactive machine learning? knowledge discovery and learning?
Interpretable Machine Learning Automated Machine Learning
(IML) ( AutoML )

N N
— s

Provide explanations for human to Provide convenience for human to
easily understand the system easily build the system
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OUTLINE

G Introduction to Interpretable Machine Learning

G Interpretable Deep Learning
e Evaluation of Interpretation

° Applications To Four Domains

* Explaining CNN for Image Classification
* Explaining Recommender System
* Explaining Outlier Detection System

 Demo for Interpretable Fake News Detection
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OUTLINE

a Introduction to Interpretable Machine Learning
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Machine Learning is Everywhere

Playing Go Medical Diagnosis

IX"‘_

Voice Recognition
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Machine Learning is Everywhere
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Why Interpretable Machine Learning

Policy and Regulation
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What is Interpretable Machine Learning
Black Box

Input

“Interpretable Machine Learning is the ability to explain or to present the
behavior of a black-box ML model in understandable terms to a human” [1]

“We define interpretable machine learning as the extraction of relevant
knowledge from a machine-learning model concerning relationships either
contained in data or learned by the model. Here, we view knowledge as being
relevant if it provides insight for a particular audience into a chosen problem.
These insights are often used to guide communication, actions, and discovery.” [2]

[1] Bang, Seojin, et al. "Explaining a black-box using deep variational information bottleneck approach." arXiv preprint arXiv:1902.06918 (2019).
[2] Murdock et al. “Interpretable machine learning: definitions, methods, and applications”, PNAS 2019.
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What is Interpretable Machine Learning

t/leaacr:;:z > This is a husky
=0 .93 ML
Process i (P )
ML Model Prediction User

This is a husky
because of

P Interpretable
- ML
. 4)

IML Model Interface User

Interpretable
Machine
Learning

Process
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Interpretable Machine Learning

* Model-agnostic explanation
* Broadly applicable to various machine learning models

* Treating a model as a black-box
* Does not inspect internal model parameters

* Model-specific explanation
 Specifically designed for each model
e Usually require examining internal structures and parameters

Data Analytics at Texas A&M Lab 9



Model-agnostic explanation (permutation-based)

0 0012 0 0012

1 0021 1 0021

2 0102 2 0102

3 0120 3 0120

4 020 1 4 020 1 Black Box
5 0210 5 0210
6 100 2 6 1002
7 1020 7 2010

8 1200 8 1200

9 200 1 9 200 1

10 2010 :> 10 2010

11 2100 11 2100

Input X Permutated input X,

Permutation feature importance

= For each feature, do permutation, and then retrain the model

= Repeating this for n times for each feature, and compare the model accuracy
= Rank accuracy
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Model-agnostic explanation (permutation-based)

0 0012 0 0012
1 0021 1 0021

2 0102 2 0102 Black Box
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Input X Permutated input X,
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age

embarked A

parch -

fare 4

random_cat

random_num -

sibsp -

Permutation Importances (test set)
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(L Feature importance vector
o H
HJ
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oM

—0.05
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Model-specific explanation

Feature Value
SRS Prediction probabilities
gill-size=broad . 1 2 .
min § — ||y — X85 + Al|B]1 edible [0.00 |
perr | N poisonous [ ]1.00
LASSO Model Output y
edible poisonous

Interpretation to LASSO model:
Feature importance vector of
The linear weight 6

https://github.com/marcotcr/lime
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More Examples of IML

€ Image Classification

a~

Original Image
P(tree frog) =0.54

Perturbed Instances | P(tree frog)

7O
Locally weighted
, regrision

Explanation

€ Medical Diagnosis

Y //’_”\
& ’ sneeze s Explainer | sneeze |
- LIME
uElgll (—)&» headache ||
headache
O = no fatigue no fatigue
age
Model Data and Prediction Explanation Human makes decision

Ribeiro, Marco Tulio, Sameer Singh, and Carlos Guestrin. "™ Why should i trust you?" Explaining the predictions of any classifier." KDD. 2016.
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OUTLINE

a Interpretable Deep Learning
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Interpretable Deep Learning

IMJAGENET

2010 2011 2012 2013 2014 2015 2016 2017
Accuracy

1
1
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! @ Linear Regression
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Classification Results (CLS) ; @ Decision Tree
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"g i 3] @ Support Vector Machines
€ 01 1 =
2 16.7% \ 23.3% L i <
O 005 e H [. Neural Nets ]
0 [ 0.03 [l 0023 i
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1
1
:

DNNs make lots of progresses = DNNs are regarded as black boxes
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Interpretable Deep Learning Categorization

Interpretation Scope

Mimic Learning

Global Local
masked
14X (a) input sequence (b)
| Masks of (T hi<iend]
| X O © 060
QL Loss for filter 1 == weight
‘é! Loss forﬁlterZ —> o
= Loss for filter 3
)
LS
< i
5| & — ©eo © oo
c Interpretable | Conv | output sequence
T
2 Conv-layer v
p Interpretable constricts Attention Mechanism
o
'-g (teacher) (student) (c) (d)
-Oq-; o}
et 00000
e .....
O | o | e ¢ £ ) heavy
1S _g mp ¢ ¢ o heated
0| CTOLTTD nn .
Q N ? gl _
0000 light
heated
deep model shallow model

Instance Heatmap
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Post-hoc Explanation (Global)

Giving a global understanding about what knowledge has
been captured by a DNN model

Activation maximation

x" = argmax f;(x) — R(x) > —> > V|:|

Data Analytics at Texas A&M Lab



Post-hoc Explanation (Local)

. - Post-hoc Local Interpretation
e |led |le- <] le = Given an input instance
] ] _:ﬂ = A pre-trained DNN
=l = - = Contribution score for each feature in input

Input
A
@ @— -+ —>  Output probability
<«
Explanation
heatmap

Finding evidence for prediction “elephant”
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Intrinsic Interpretable Model (Global)

Globally interpretable models that offer a certain extent of
transparency about what is going on inside a model.

Output Y Feature maps of a certain filter in a high

conv-layer computed using different images
Several fully- Feature maps of an interpretable filter
connected layers

Conv-layer L

Conv-layer L-1}

Conv-layer 1

In interpretable CNN, each filer in high-layers represents a specific object part.

Zhang, Quanshi, Ying Nian Wu, and Song-Chun Zhu. "Interpretable convolutional neural networks." CVPR. 2018.
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Intrinsic Interpretable Model (Local)

Designing more justified model architectures that could explain
why a specific decision is made

(Target)  Ye1 Wi

© 50

Decoder: RNN with input from
S¢—=> - - - previous state + dynamic
context vector.

Context vec

I : :
i Attentl_on layer: parameterized Additive Attention
/I by a simple feed-forward network

Encoder: bidirectional RNN

X X X X, (Source)

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html
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Intrinsic Interpretable Model (Local)

Designing more justified model architectures that could
explain why a specific decision is made

by ent423 ,ent261 correspondent updated 9:49 pmet ,thu
march 19,2015 (ent261) aent114 was killedina parachute
accidentinent45 ,ent85 ,near ent312 ,aent119 official told
ent261onwednesday .he was identifiedthursday as
special warfare operator 3rd cI- ,of ent187 ,
ent265 . ent23 distinguished himself consistently
throughout his career .he was the epitome of the quiet
professionalinallfacets of his life ,and he leaves an

inspiring legacy of naturaltenacity and focused

Interpretation heatmap

Interpretation Visualization
--- Contribution score for each feature in input

--- Deeper color in the heatmap means higher
contribution

Hermann, Karl Moritz, et al. "Teaching machines to read and comprehend." Advances in neural information processing systems. 2015.
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OUTLINE

e Evaluation of Interpretation
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Evaluation for Interpretable Machine Learning

Are the generated explanations Are the generated explanations
faithful to the original model? friendly to the human users?
Fidelity Persuasibility
Ny N
s =
Ensure the explanations can Ensure the explanations can be
faithfully reflect the model easily comprehended by humans

Data Analytics at Texas A&M Lab 23



Philosophy of Fidelity Evaluation

Ablation Analysis
Test
Instance
Target > Observe prediction variation
Model — for the certain label
Generated
Explanation

If the generated explanation is faithful to the target model,
the prediction variation should be small.

MT Ribeiro, et al. "Why should | trust you? Explaining the predictions of any classifier." KDD, 2016.

Data Analytics at Texas A&M Lab



Fidelity Evaluation Cases

Image Feature Text Feature

flute: 0.9973 flute: 0.0007

Positive (99.74%)

Occasionally melodramatic, it ’s also extremely effective.

Negative (99.00%)

Occasionally melodramatic, it s also terribly effective.

Du, Mengnan, et al. “On attribution of recurrent neural network
predictions via additive decomposition.” The WebConf, 2019.

Fong, Ruth C., et al. “Interpretable explanations of black
boxes by meaningful perturbation.” ICCV, 2017.

Model Component

a Dataset Model Filter Response Apply Transformation ¢ Estimate Regressors f Causal Model

é o(M;) ry fi(R-Y) =1 %R?}“""
o(M3) rh i fi(R-Y=r, 000

m : ‘ R 2} 2
(M}) I i R Convi

(M) r fit'(R) = ri*!

8 o(M;*) ) i [ (R =y

e 41 )

‘8" e it () = i g}é%

&)

=

.f.:‘ ‘ ’Q‘

Narendra, Tanmayee, et al. "Explaining deep learning models
using causal inference." arXiv, 2018.

Koh, Pang Wei, et al. "Understanding black-box predictions
via influence functions." ICML, 2017.
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Persuasibility Evaluation with Image Bounding

Evaluation with Bounding Box

street sign

Komodo dragon

Evaluation with Semantic Segmentation

Fong, Ruth C,, et al. “Interpretable explanations of black Long, Jonathan, et al. "Fully convolutional networks for
boxes by meaningful perturbation.” ICCV, 2017. semantic segmentation.” CVPR, 2015.

Data Analytics at Texas A&M Lab



Persuasibility Evaluation with Text Rationale

Evaluation with Text Annotation

Task: movie review Label: negative

The movie is so badly put together that even the most casual
viewer may notice the miserable pacing and stray plot threads.

Task: beer appearance Label: positive

A beautiful beer, coal black with a thin brown head. Extremely
powerful flavors, but everything is muted by the intense
alcohol . the alcohol is so strong.

Du, Mengnan, et al. "Learning credible deep neural networks with rationale regularization." ICDM, 2019.

Data Analytics at Texas A&M Lab



Persuasibility Evaluation with User Study

Evaluation with Human-Computer Interaction (HCI)

The alien's preferences:

lizy or nervous — nodding

nodding and wearing glasses — clumsy

bubbly or clumsy —~ brave

faithful and cold or brave and passive — candy or dairy and fruit Men tal MOdeI ?
sheepy or patient and obedient —= spices and grains or dairy

brave and sleepy or patient or laughing —+ dairy and frult or grains

erying or sleepy and faithful —= grains and spices or fruit

User Satisfaction ?

Observations: patient, wearing glasses, lazy Ingredients:
Recommendation: milk, guava * Vegetables: ok, carrots, spinach
« Npices: lurmeric, thyms r
«  Dulry: milk, butter, yogurt
ot gl User Trust ?
« Candy: chocolate, wify, caramel
¢ Gruins: bagel, rice, pasta

Is the alien happy with the recommended meal?

D Yes

Lage, Isaac, et al. "An evaluation of the human-interpretability of explanation." arXiv, 2019.
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OUTLINE

° Applications To Four Domains

* Explaining CNN for Image Classification
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Interpretable Machine

“Which part of data are
most responsible for a
specific prediction ”

“What are the model
looking for when making
the predictions? ”

Learning

_______________________________________

“‘O “Why a specific instance
has been classified into a
certain category? ”

&°r  Model
~ !CNN/CF/OD |

Data Analytics at Texas A&M Lab



Post-Hoc CNN Interpretation

Key factors

= ] ] ] --- A pre-trained DNN and an input instance
1 A R o R i i @ﬂ --- The prediction of DNN
= — 1 = | Post-hoc Interpretation

--- Contribution score for each feature in input

Input
I!l | | Elephant : 74%
(A2
& =S () HH > zebra: | 20%
i Other : 2%

«—

Explanation

heatmap Interpretation is to find evidence for prediction “elephant”

Motivation: Using deep representations in intermediate layers to derive interpretations

Data Analytics at Texas A&M Lab 31



Challenges

Elephant Zebra

0 How to guarantee that the interpretations are indeed faithful
to the decision making process of the original CNN model?

@ How to generate class-discriminative interpretation?

Data Analytics at Texas A&M Lab



Representation Inversion

Sub-network @ maps input x, to a representation f/ (x, )

Elephant: 74%
""I] > Zebra: 24%

i | | 'fc (xo ) Other: 2%
@
//:o
N\ 7)) fl (xo )
Image space Representation space

Feature inversion to obtain how much information is preserved at each inner layer

Aravindh Mahendran and etc, “Understanding deep image representations by inverting them”. CVPR, 2015.
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The Proposed Model

Target Class: ¢

? Ltarget C— :F
. A . . AY .
|_.—4‘—-|_ . S |_.—"‘L-|_ Y-~ -
Laverlo — Linvertion <+ [
—F—: = &k
Layer |, I |_| . I . I.I
I 1 Colel:iiaa;ion I f A
[ H | H

1 v
tv ¢

]

Background: p

* G@Guided feature inversion to preserve the object location in a mask
* Model target neuron in output layer to get class-discriminative interpretation

* Regularization by inner layers to further reduce artifacts

Data Analytics at Texas A&M Lab



Guided Feature Inversion

Representation Representation
of the inverted of the original
input input
Linversion(Xa- m) = £ (@(tq. m)) £ (xg)|* + -~ > m;

4

Inverted input

Original input Weight matrix Noise

Data Analytics at Texas A&M Lab



Class-Discriminative

Elephant: 74%
< :.). (_’_ # > Zebra: 24%
| @ Other: 2%
E , Class-discriminative

Elephant Zebra

——

Interpretation heatmap with
.

Guided feature inversion

Output of the
target neuron

Ltarget(xaa m) = —\fg/([q)(xa, m)]) + Af{j ([(I)bg(xaa ) +/- Z m;
o U

highlight suppress
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Accurate Interpretation (1/3)

Question: Are the interpretations accurate, class-discriminative

and not affected by artifacts?

Visualization comparison with 6 state-of-the-art methods

Ski

Cardoon

I |

(a) Input (b) Ours (c) Mask (d) Grad-CAM (e) Grad  (f) SmoothGrad (g) GuidedBP (h) Integrated

Our interpretation can accurately identify the evidence for prediction

Data Analytics at Texas A&M Lab



Accurate Interpretation (2/3)

Interpretation results for three DNN architectures

ResNet-18

Interpretations help capture the pros and cons

of different network architectures.

Data Analytics at Texas A&M Lab



Accurate Interpretation (3/3)

Visualization for input with multiple foreground objects

“zebra” “elephant”

Data Analytics at Texas A&M Lab



OUTLINE

Applications To Four Domains

* Explaining Recommender System
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Why Interpretations for RecSys

Video s, & @ Friends EHaving deeper insights into

RecSys may benefit from
multiple ways:

For Customers ---

* Identify personal needs
* Facilitate decisions

For Vendors ---

* Make good strategies
* Choose effective target
For Deployers ---

* Debug the system

: « Refine the system

Movies

Data Analytics at Texas A&M Lab



Challenges

o The latent factors of users and items learned by recommender

systems are simply the uninterpreted vectors to humans.

(9.1) (11) (76)
1.2 8.7 7.5

6.3 4.9 1.3 mm) |V/hat does it mean?

2.5 4.5 . 5.5 J
€ The possible interpretations for each recommendation can be

rather diversified, and appropriate selections would be difficult.

PS4
.
.
A d
.
.
.
®
A d

Which interpretation
would be influential?

v,
a
L]
L]
L4
L]
L]
L4
]
“,
a,
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Proposed Framework

SEP -2 Sorted Explanation Path

‘1.4 ...... .,E; |:>

Recommendation Proposed Post-Hoc
Pair SEP Interpretations
/a Recommender
é NW-HIN
- :

D) Construction

Dataset

Data Analytics at Texas A&M Lab



HIN Components

Our Constructed HIN Structure ---

Node Type: User Node ltem Node Aspect Node
O ]
Link Type: User-User ltem-ltem User-ltem ltem-Aspect

o—90 B—0a o—0a [

Network Schema:

CoSan

Data Analytics at Texas A&M Lab



HIN Construction

Latent-Factor Recommender System ---

H
| S
o—0 B—0 o—i [
User-User Item-ltem User-Item Item-Aspect
Similarity Similarity Strength Relevance

Pearson Coefficients Pearson Coefficients Unified Score Binary Indicator

Data Analytics at Texas A&M Lab




Explanation Path Mining

Targetlng User A A
RS 1
- 0.66

0.68

Recommended Item ]

LR}
* Y

0.87

...... 1
. 1
0.73 1 . A
Al A
0 [ @ @—E—>N

Recommended because a similar item was strongly
rated by a user who is similar to the targeting user

Recommended because a similar item is associated with the
item that was strongly rated by the targeting user

O 0«-->l<—>lAl

Recommended because an item sharing the same aspect is similar to
the item that was strongly rated by the targeting user

Data Analytics at Texas A&M Lab

To keep the process
effective and efficient, we
conduct the mining based
on a depth-first-search
based algorithm with
constraints on weight and

length thresholds




Path Quantification

For each explanation path k, we have 2

k= [Q(k), Q" (k), Q" (k)]

Candidate Path Set Candidate Ranking Space

Capability

a specific path

Diversity

Readability

Data Analytics at Texas A&M Lab



Experimental Designs

We use the model built by Non-negative Matrix
Factorization (NMF) as the targeting recommender systems

o Applicability
Mean Explainability Precision (MEP) & Mean Explainability Recall (MER)

Izr
MEp = 5 / Y|, MER = | | / |
uell uEU “|

9 Effectiveness

We knock out from training data the objects that appear in the interpretation
results, and then retrain the whole system with the modified training data.

Data Analytics at Texas A&M Lab



Applicability

1.2
NUBI WIBI MEMF M UniWalk N SEP

1
0.8
0.6 &

v s
0.4
I II el

0 I

TOP 5 TOP 10 TOP 15 TOP 20
Recommendation Strategy
(a) MEP performance in ML-100K.
0.012
NMUBI MIBI MEMF HUniWalk MSEP

0.01

0.008

0.006 E

' s

0.004

, ol |
TOPS TOP 10 TOP 15 TOP 20

Recommendation Strategy

(d) MER performance in ML-100K.

1.2
mUBI mIBI mEMF UniWalk mSEP

1
0.8
0.6
0.4
.. ! 1. M

TOP 5 TOP 10 TOP 15 TOP 20
Recommendation Strategy

(b) MEP performance in ML-1M.

MEP

o
N

0.002
0.0018
0.0016
0.0014
0.0012

0.001
0.0008
0.0006
0.0004

HUBI mIBI mEMF UniWalk m SEP

0 IIII II|| |||| ||||

0.0002
TOPS TOP 10 TOP 15 TOP 20
Recommendation Strategy

(e) MER performance in ML-1M.

MER

1 EmUBI mIBI WEMF mUniWalk mSEP

0.9
0.8
0.7
0.6

a
0.5 E
0.4
0.3
0.2
0.1

TOP S TOP 10 TOP 15 TOP 20

Recommendation Strategy

(¢c) MEP performance in GB-10K.

0.0012
UniWalk mSEP

TOP 20

mUBI mIBI mEMF

0.001

0.0008

0.0006

MER

0.0004

0.0002

. IlII IlII III

TOPS TOP 10 TOP 15
Recommendation Strategy

(f) MER performance in GB-10K.

The proposed SEP method is superior in MEP performance, and
somewhat competitive in MER performance
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Effectiveness

4.9 4.9

s RSA «9=KNN-U =#=KNN-1 «=SEP s RSA «=KNN-U <6=KNN-I =#=SEP
4.5 4.5
‘é" 43 %D 4.3
;6 41 E 4.1
g" 3.9 gn 3.9
237 2 37
3.5 3.5
3.3 3.3
0 1 2 3 4 5 6 0 1 2 3 4 5 6
Number of Removals Number of Removals
(a) Average ratings in ML-100K. (b) Average ratings in ML-1M.
4.9 RSA <#=KNN-U ==KNN-1 =6=SEP
4.7 The interpretations generated from
.. SEP method are influential to the
8., targeting recommender system,
g 39 which indicates the effectiveness of
< the proposed method.
33

0 1 2 3 4 5 6
Number of Removals

(c) Average ratings in GB-10K.
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OUTLINE

Applications To Four Domains

* Explaining Outlier Detection System
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What are Outliers?

__________
.............
- - . ~
e S
N,

5
ol
)

)
&
’

&
3
5

W Eh e —wN
PN IXNURAONYN

7
\\\\\
.........

The noteworthy objects with patterns or behaviors that significantly
deviate from the chosen background (or context)

Data Analytics at Texas A&M Lab



Why is Interpretation Needed?

e Hard to tell whether the detected outliers are relevant to
the application scenario

* Existing metrics such as ROC AUC and nDCG are unstable
or limited in measuring the performance

e Qutlier Detection for UnitedHealthcare

Data Analytics at Texas A&M Lab



Key Factors for Outlier Interpretation

* The definition of interpretation for outlier detection.
 The design of a model-agnostic interpretation framework.

* |dentification of application-specific anomalies by
utilizing interpretation with human prior knowledge.

Data Analytics at Texas A&M Lab




Definition of Interpretation

Given a dataset X = {x,} and the detected dim 2

outlier set O, the interpretation for each . L Tal .

outlier 0; € O is defined as: " , ’
{Ai,d(0;),C; = {Ciy|l € [1,L]}} o fe OaMaaerd e

R TR

where Y AR -033'1 .
C; : the context (e.g., k-nearest normal

neighbors) of the outlier; Figure 1: An toy example explaining why
Ci1, Ci2y e, Ci s identified from the ~ Contextclustering is needed

context;

A : the set of outlying attributes;
d(0;) € R>q : outlierness score.

Data Analytics at Texas A&M Lab



Proposed Framework

F___________1

N HEE

o:-...a ’ * ..' . '.:-.. o * ... - o' .
o (- .". ‘ C.).I \, % ’ '/:.:s;.r 1 ‘ Abnormal attributes
: _-'.\“‘° | ... .:. e :-.‘.:.: K .'.-\_\‘.\'- |1, | D ._]—[_l
\\. . .:_:. . ., I P

8i2 3
&i .
5 Outlierness score: d(o,)

0. Detection Results 1. Classification Mapping 2. Context Identification 3. Local Classification 4. Interpretation

and Outlier Expansion I Models as Sub-Interpreters Results
| | | | | | | | | | | |

I . . . .
* .
.
I . .
.. .o,

. . . .

Ter o . o
I .. * . . e/
)

 h:The given outlier detector.

* There could be an imaginary classification boundary, denoted by f , to
separate outliers from normal instances.

* We use f tointerpret i :

mjm L(h,[;0,X—=0) = 111111 ZE (h, f;0i,C;) Decomposition

N me C(h. gi:0:,C 4./‘ g;: Local boundary

= Z 11;in L(h,gi;0i,C;) Synthetic sampling

Data Analytics at Texas A&M Lab



Proposed Framework

———————

.:': I . :-..: :l.' . .- .: .. . .,.’:;/gi:l ' I ‘
0, .Oi . N, R IRe Abnormal attributes
L e HE | (W [T
. :::.. . ., g\ gi,z "
I e " Outlierness score: d(o,)
0. Detection Results 1. Classification Mapping ® 2. Context Identification 3. Local Classification I 4. Interpretation
L and Outller Expansion Models as Sub-Interpreters Results
| | | | | | |

Classification error between G, and O;

err(oue ) L ( z)/ p(x|o )dx+P(€ )/ p(X|ez)dx

04
~( S PO )/ p(x|0:)dx) + (Y P(ei,l)/ p(x]€:.1)dx)
ze[1 L] il l€[1,L] Oi
= Y (PO [ pO)dx+ P [ p(xies)dx) Cluster-wise
teln.L cu . decomposition

Q

Z Perr(ozl ezl)

1€[1,L] \ gi,l

Local classification error between C;; and O,
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A Case Study
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OUTLINE

Applications To Four Domains

 Demo for Interpretable Fake News Detection
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Interpretable Fake News Detection

Is this a fake news?
How to identify this?
Any clues for detection?

Challenges:

Beyond Text Classifications ---

** More challenging given heterogeneous types of information

Hard to Achieve Effective Interpretations ---

¢ Various aspects including the person, the statement or the other contexts
Beyond the News Itself ---

¢ Further supports are needed to convince people about the interpretations
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Interpretable Fake News Detection

News FAKE NEWS Auxiliary
Statement - - Information
XAl Detector

O,
( Content \ ‘ [ Attribute \

Interpretation |q. ... _[ Prediction ]_ = ==p| Interpretation
0 (Words = Weights) Result (Attribute = Significance)

Speaker —»> [

Contexts -» [T 1

Q (Features = Contributions)

f
[ ) —

T E==e
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Subjects > [CI—1

Targeting > DT
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Interpretable Fake News Detection

Current Al Model
on Fake News Detection

FAKE NEWS This site is protEblEyﬁ!.a!fake news site. (http :/ / WWWf akenewsai J Com/)
DETECTOR A

[tpiython readhedocs.ofen/ QU ‘

FAKE! Prediction Labels Only

This site is probably not a reliable news source.

Interpretations Proposed XAl Model
on Fake News Detection

f Key Components
= < Word Attributions Predictic;n Labels
Interpretations
\ FAKE \ Linguistic Features +

Meta-Interpretations
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Demo for Interpretable Fake News Detection

| Available at: http://csedatasrv.cs.tamu.edu:3001 |

Home Mimic Model View A1 Texas A&M University

Enter News Article: Attribute Analysis: Statement Analysis:
Subject  Insert subject. m 2-grams  3-grams  Linguistic Analysis
Context sert context
Speaker | Insert speaker name Sypportmg News:
Mimic Model Deep Model
Targeting Inserttarget...
Statement | Insert statement

Result:

True Examples

Fake Examples
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A Recent Survey

— — o
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Interpretable Model Design Model Interpretation Prediction Explanation

Mengnan Du, Ninghao Liu and Xia Hu. Techniques for Interpretable Machine
Learning, CACM, 2020.
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XDeep

--- A Python Package for Interpretable Deep Learning

Gap between Human Developers and Deep Models

- .:m
Vivie

)
B
oy

;:3:@‘%%“\ W e
D e e p : é%,%\@\ O//A1 0 %03'
/ Sl
Deep Learning XDeep Trained /Applied
Developer Package Deep Model
I
-~ N
o Architecture-Agnostic 9 Post-Hoc 9 Global + Local
~ _~ |
|
). -
/
Black Box Interpreter Keep Original Performance Interpret Model + Instance
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A Long Way to Go

< Tweet

Geoffrey Hinton
@geoffreyhinton

Suppose you have cancer and you
have to choose between a black box
Al surgeon that cannot explain how it
works but has a 90% cure rate and a
human surgeon with an 80% cure
rate. Do you want the Al surgeon to
be illegal?

14:37 - 2/20/20 - Twitter Web App

204 Retweets 791 Likes

O i’ O W

< . Yann LeCun vee
February 5 at 06:35 - Q@

A good example Is how a wing causes lift. Ihe
computational fluid dynamics model, based on
Navier-Stokes equations, works just fine. But there is
no completely-accurate intuitive "explanation" of why
airplanes fly.

Is it because of Bernoulli principle?

Because a wing deflects the air downwards?

Because the air above the wing want to keep going
straight but by doing so creates a low-pressure region
above the wing that forces the flow downwards sucks
the wing upwards?

All of the above, but none of the above by itself.

Now, if there ever was a life-critical physical
phenomenon, it is lift production by an airliner wing.
But we don't actually have a "causal" explanation for
it, though we do have an accurate mathematical
model and decades of experimental evidence.

You know what other life-critical phenomena we don't
have good causal explanations for?

The mechanism of action of many drugs (if not most
of them).

An example? How does lithium treat bipolar disorder?
We do have considerable empirical evidence provided
by extensive clinical studies.

This is not to say that causality is not an important

area of research for Al.
It is

But sometimes, requiring explanability is
counterproductive.

(O Write a comment... R ©)
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OO0 ® & =
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Interpretable Machine Learnin; & anivorg

Statistics > Machine Learning

Stop Explaining Black Box
Machine Learning Models for
High Stakes Decisions and

* Model-agnostic explanation Use Interpretable Models

Instead

* Broadly applicable to various machir . run

(Submitted on 26 Nov 2018 (v1), last revised 22 Sep 2019

* Treating a model as a black-box (i version, v3)

. H Black box machine learning models are
* Does not inspect internal Model Par:  cneny beng e for high stskes decson-
making throughout society, causing problems
throughout healthcare, criminal justice, and in
other domains. People have hoped that
o o o creating methods for explaining these black
e V| ode|-5pec|f|c exp|a nation box models wil allevate some of these
problems, but trying to \textit{explain} black box
L M models, rather than creating models that are
° S p e C Ifl Ca I |y d e S I g n e d fo r e a C h m O d e I \textit{interpretable} in the first place, is likely to
R . e . perpetuate bad practices and can potentially
¢ U SU a I Iy req U | re exa m | n | ng | nte rn a I Str| cause catastrophic harm to society. There is a
way forward -- it is to design models that are
inherently interpretable. This manuscript
clarifies the chasm between explaining black
boxes and using inherently interpretable
models, outlines several key reasons why
explainable black boxes should be avoided in

< > Q G <o«
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Human-Centric Machine Learning

How to enable interpretable How to enable automated
and Interactive machine learning? knowledge discovery and learning?
Interpretable Machine Learning Automated Machine Learning
(IML) ( AutoML )

N N
— s

Provide explanations for human to Provide convenience for human to
easily understand the system easily build the system
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What is AutoML

Make machine learning an accessible tool ---
* to domain experts and data scientists

* by automating the end-to-end process from data to the result.

Preprocessing
Feature Engineering
Model Selection
Hyper-param Tuning

Data & Task

Result & Trained Model Training
Predicting
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Automated Deep Learning

PwWwe
L gL
annh 6o O
CcCETSCNEe
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Learning rate: 0.1
Batch size: 128

kEpoch: 20 )

Learning rate: 0.025
Batch size: 64
Epoch: 200

Predicted
Labels

Predicted
Labels

v

Given a dataset, find the best neural architecture and hyper-params

and produce the prediction results.
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® Watch 294 % Star 6.6k Y Fork 11k

I/I AUTO K E RAS D 663 commits © 31releases 4R 44 contributors

* We developed an AutoML System named Auto-Keras;

* |t provides easy-to-use solutions to deep-learning tasks;

import autokeras as ak

clf = ak.ImageClassifier()
clf.fit(x_train, y_train)
results = clf.predict(x_test)

Single GPU Open-Source Concise Interface

 Visit www.autokeras.com for more information.
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http://www.autokeras.com/

AutoKeras: an Open-Source AutoML System

Machine Learning Platform Ecosystem

T [ KT 4

TensorFlow Keras KerasTuner Auto-Keras

A Spectrum of Platform APIs

Configurable — Simple
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Data Analytics at Texas A&M (DATA) Lab

UNDERSTANDING o
MACHINES: EXPLAINABLE o A
- (@]
® ®
®
Interpretable Machine Learning Automated Machine Learning

L
|
L

Network Analytics Data Mining for Social Good
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